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Abstract

A self-contained introduction to the Closed Time Path formalism is given, explaining how to

extract Feynman rules from the Lagrangian and highlighting the differences to a Quantum Field

Theory at zero temperature. The discussion explicitly covers scalars and Dirac fermions, as well

as gauge bosons. In the latter case, a naive treatment seems to indicate that BRST invariance

is broken at finite temperature. However, it is shown how to address this problem through the

utilization of ghost number operators in the partition sum. The νMSM is a promising extension

of the Standard Model with right-handed neutrinos. It has the potential to explain numerous

questions that point to physics beyond the Standard Model simultaneously. Based on the methods

in the Closed Time Path formalism, a self-consistent calculation of self-energies for the the right-

handed neutrinos is presented. For soft external momenta, the Hard Thermal Loop approximation

is used in order to obtain results that are complete to leading order in the couplings.

∗ ∗ ∗

In dieser Arbeit wird eine in sich abgeschlossene Einführung zum Closed Time Path Formalismus

präsentiert, in der dargelegt wird, wie Feynman Regeln von einer Lagrange Funktion abgeleitet

werden können und was die Unterschiede zu einer Quantenfeldtheorie bei verschwindender

Temperatur sind. Dies wird explizit für Skalare, Dirac Fermionen und Eichbosonen exerziert. Bei

letzteren scheint eine naive Herangehensweise zu zeigen, dass BRST Invarianz bei endlichen

Temperaturen verletzt ist. Man kann allerdings zeigen, dass dieses Problem durch die Einführung

von Geister Anzahl Operatoren in der Zustandssumme behoben werden kann. Das νMSM ist

eine vielversprechende Erweiterung des Standardmodells mit richtshändigen Neutrinos. Es hat

das Potential, mehrere Fragestellungen die auf Physik jenseits des Standardmodells hinweisen

simultan zu erklären. Basierend auf den Methoden des Closed Time Path Formalismus wird eine

konsistente Berechnung der Neutrino Selbstenergie präsentiert. Für weiche externe Impulse

wird die Hard Thermal Loop Näherung verwendet um Ergebnisse zu erhalten, die in führender

Ordnung Störungsrechnung vollständig sind.
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1
Introduction

The Standard Model (SM) has proven to be a remarkably precise theory for the physics at low

energy scales [46, 47]. But despite all it’s success, tensions with experimental observables -

especially in cosmology - remain. This has led to the notion that the SM is not complete but only

a low energy effective theory. Of course, there exist a wide variety of extensions and in order to

narrow down the list of viable candidates, one must study their phenomenology and compare

them to experimental findings.

The Cosmic Microwave Background (CMB) is one of the principal sources of information on the

early universe. It is comprised of photons that decoupled from matter at the era of recombination

and represents the most perfect realization of an ideal black body spectrum in nature. It’s origin

makes it thus the perfect probe to investigate the universe shortly after the Big Bang, when it was

∼ 3000K hot, or ∼ 360000yrs old [60]. It was discovered, more or less accidentally, by Arno

Penzias and Robert Wilson in 1965 [48] when they investigated an excess noise temperature in

a 20 foot antenna at the Crawford Hill Laboratory and shortly after interpreted as the thermal

emission from the last scattering by Robert Dicke and James Peebles et al. [22]. In the following

years, theoretical predictions on small anisotropies in the CMB caused by primordial density

fluctuations were published [53, 55]. The intriguing implication was the possibility to extract

the fractions of baryonic and dark matter in the universe directly from measurements of the

angular spectrum of these fluctuations in the CMB. This feat required very precise temperature

measurements, a problem that was ultimately tackled by the use of space bound microwave

probes. In 1992, scientists finally reported the discovery of said CMB anisotropies in the first-

year accumulated data from the Cosmic Microwave Background Explorer (COBE) [58]. The

subsequent Wilkonson Microwave Anisotropy Probe (WMAP) started in 2001 [31] and later the

Planck satellite was launched in 2009 [2]. The analysis of the data collected by these missions

represents one possibility of how to calculate the baryon asymmetry in the universe, that is the

difference between baryon and antibaryon number density. This is usually normalized with the

photon density in order to obtain a dimensionless number
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1 Introduction

ηb =
nb − n

sb

nγ
' 2.739 · 10−8Ωb h2 =

(

6.16+0.15
−0.16 · 10−10 WMAP [39]

(6.072± 0.090) · 10−10 Planck [3]
(1.1)

Herein, Ωb h2 is the ratio of baryon density to the critical energy density in the universe with the

Hubble rate given by H0 = 100h km/s/Mpc [60]. This result leads to the conclusion that there

exists a greater abundance of matter than antimatter in the universe. This finding immediately

leads to the question of how this asymmetry came to be. A widely accepted model for the very

early development of the universe is the idea of cosmic inflation, a period of quasi-exponential

growth of co-moving scales, driven by the vacuum energy of a scalar field - the inflaton. This solves

by construction two important problems in cosmology: the flatness and the horizon problem. The

first addresses the observational fact that the universe today is nearly perfectly flat with curvature

Ωk ' 0. This can be inferred from the redshift of type Ia supernovae [49, 54] in combination with

the CMB measurements mentioned above. While this is not per se inconsistent with standard

cosmology, it would require for a very fine tuned curvature in the early universe in Friedmann

cosmology without inflation. The second problem revolves around the aforementioned nearly

perfect isotropy of the CMB. A calculation of the size of the horizon at the time of recombination

yields an angular diameter of only 1.6◦ in the sky [60]. As a consequence, a nearly homogeneous

universe seems unnatural without a period of inflation that would have stretched out all inhomo-

geneities. These arguments strongly support the idea of inflation. However, after this period of

rapid growth, the energy budget of the universe would be completely locked up in kinetic and

potential energy of the inflaton, which is afterward transformed into radiation by the process

of reheating. With no matter, the universe looks completely baryon-symmetric at that time and

processes that can dynamically produce the observed asymmetries are needed - this is known as

baryogenesis.

One should note that this method is not the only way to estimate the baryon over photon ratio.

Before detailed measurements of the CMB were available, various groups inferred the primordial

helium abundance from spectroscopic measurements of HII regions with low metallicity (meaning

a lack of elements other than hydrogen and helium) [30, 45]. The amount of helium produced

in the early universe depends weakly on the baryon density and the found values agree roughly

with the results from CMB measurements.

For successful baryogenesis in the early universe, the three Sakharov conditions [57] need to be

fulfilled:

1. violation of baryon number

2. C and C P violation

3. deviation from thermal equilibrium

The first condition is intuitively clear: In order to evolve from a baryon symmetric state directly

after inflation to a baryon asymmetric state, obviously baryon number must not be a conserved

quantity. In the SM, this is provided by so-called sphaleron processes [41, 59]. Second, C

and C P are two discrete symmetries. The former denotes charge conjugation which exchanges
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particles with antiparticles by conjugating all internal quantum numbers, such as Q→−Q for

any charge in a gauge theory. P on the other hand is known as parity conjugation and acts

on 3-dimensional space ~x →−~x changing the handedness of particles. In a world where C or

C P were exact symmetries, there would be no difference in cross-sections or decay rates for

particles and anti-particles. In the SM, P is broken in the electroweak sector. Also, C P is weakly

broken by imaginary phases in the Yukawa couplings of the scalar Higgs to the quarks. In a

minimal parametrization found by Kobayashi and Maskawa [37], there is exactly one parameter

that breaks C P in the 3× 3 mixing matrix for up- and down-type quarks in the coupling to the

W -boson. The violation was experimentally observed in rare K0 decays in 1964 for the first

time [18] and more recently also in the decays of B0 [1, 9]. In combination, the breaking of P

and C P imply that C P must be broken as well in the SM. The third and last Sakharov condition

requires a deviation from thermal equilibrium which is characterized by translational invariance

in time. An evolution from a baryon symmetric state to a baryon asymmetric state breaks this

time invariance and therefore can only happen out of equilibrium. In the case of the SM, all

these factors would come together at the electroweak phase transition, where thermal corrections

to the Higgs potential become small enough for the universe to decay to a symmetry breaking

vacuum state. However, the determination of the Higgs mass at the LHC seems to imply that

the electroweak phase transition is only second order and the baryon asymmetry of the universe

predicted by the SM is only η∼ 10−18 [25, 56] - eight orders of magnitude below the found value.

The goal of this work is the description of a minimal extension of the SM with right-handed

neutrinos, providing an additional source of C P violation that may cure the problem of baryon

asymmetry in the universe. The evolution of the asymmetries obviously depends on reaction rates

of the new particle species which can be obtained from two-point correlation functions. These

are to be calculated within the framework of thermal Quantum Field Theory (QFT), which will

be introduced in Chapter 2. The extension of the SM with right-handed neutrinos is discussed in

Chapter 3 and a self-consistent way of calculating self-energies in this model at finite temperature

is laid out in Chapter 4. A summary of the methods and findings of this work is then provided in

Chapter 5.
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2
Thermal Quantum Field Theory

This chapter is aimed at providing a basis and framework for the discussions to follow. While

an effort is made to present a consistent and self-contained introduction to the theory of QFT at

finite temperature, this topic cannot possibly be explored exhaustively within the limited reach of

a master thesis. Therefore, the reader is advised to consult one of the many excellent text books

on the matter for a deeper understanding of the field [21, 32, 42].

2.1 Quantum Statistics

The vast majority of processes at the microscopic scale of elementary particles in the universe

today can be described as taking place in a vacuum at zero temperature. For instance, the

cosmic microwave background constitutes a thermal bath of photons at a temperature of 2.7 K,

corresponding to mere 2.3× 10−4 eV. However, there are still situations accessible to physicists

where thermal effects are prominent in high energy physics, although these systems are typically

far from thermal equilibrium and therefore delicate in their theoretical description. An example

can be found in the quark gluon plasma, created at a heavy ion collision in particle accelerators.

There exists however a very important application for the theory of systems in or near thermal

equilibrium: particle cosmology. Considering the early universe, particle collisions happened

within a thermal plasma with the temperature fixing the overall energy scale. A theory that

attempts to describe the phenomena that arise in such an environment is typically based upon

statistical physics and the notion of ensembles. These are defined in Fock space

H =
∞
⊕

N=0

H N , (2.1)

where H N is the N -particle Hilbert space. Members of the ensemble are not limited to pure states

|ψN
n 〉 ∈ H , but are generally given by the density matrix

ρ =
∞
∑

N=0

dimH N
∑

n=1

pN
n

�

�ψN
n

� 


ψN
n

�

� . (2.2)
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2 Thermal Quantum Field Theory

A system in thermal equilibrium is completely characterized by a small set of numbers: the

temperature T and a set of chemical potentials µi . The density matrix for such a system can be

written as

ρeq =
exp

�

−β
�

H −
∑

i
µi Q i

��

tr

�

exp

�

−β
�

H −
∑

i
µi Q i

��� . (2.3)

Here, β = 1/T is the inverse temperature, H is the Hamiltonian of the theory and the Q i are the

charges associated with the chemical potentials. The role of vacuum expectation values in a cold

QFT is replaced by averages over the whole ensemble in quantum statistics. For any operator A,

the average is defined as

〈A〉 ≡ tr [A ρ] , (2.4)

with the trace spanning all states in Fock space. These fundamentals of quantum statistics are used

to construct a QFT at finite temperature by considering the thermal averages of field operators.

At zero temperature, only the vacuum expectation value is considered when evaluating n-point

functions that make up the building blocks of the theory. Going to the ensemble in the thermal

plasma, the vacuum element represents only one of many contributions, each weighted by a

statistical factor. Thus, effects that arise from interactions with the thermal plasma are included

into the Green functions of the theory.

2.2 Closed Time Path Formalism

Several formulations of QFT at finite temperature exist, the two most prominent being the

Imaginary Time Formalism (ITF) and the Real Time Formalism (RTF). In the ITF, calculations

are performed in Euclidian space-time with Green functions being defined for imaginary times.

While calculations in this former framework are generally less complicated than in the latter, this

also comes with the disadvantage of having to continue results analytically to real times if one is

interested in timelike correlations. If on the other hand, one is interested in systems that may

develop away from equilibrium - which may e.g. be the case when particle species freeze out

during the adiabatic cooling of the universe - correlations over time are very important and it

may be advisable to work in the RTF. Herein, a system is prepared in thermal equilibrium at time

t = 0 but may evolve away at later times:

ρ(t) = ρeq for t ≤ 0. (2.5)

For t > 0, ρ is defined by (2.2), where it is assumed that the weights pN
n are constant in time.

This implies that within this formalism the entropy is conserved, as it can be expressed as a

function that only depends on the pN
n . For an adiabatically expanding universe, this assumption
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2.2 Closed Time Path Formalism

is fulfilled to good approximation at very high temperatures T � TEW ∼ 150GeV, where the

number of effective degrees of freedom remains constant.

In the Schrödinger picture, the time dependence of the system is completely contained in the

states

i
∂

∂ t
|ψN

n (t)〉 = H |ψN
n (t)〉 (2.6)

and one immediately finds the Liouville equation for the density matrix

i
∂ ρ(t)
∂ t

= [H,ρ(t)] . (2.7)

This differs from the time evolution of operators in the Heisenberg picture by a minus sign. If the

Hamiltonian commutes with the density matrix, the state is stationary and describes a system in

thermal equilibrium. However, if the system is not in equilibrium, the Hamiltonian may depend

on time. As the physical evolution of the system only starts at t = 0, the time dependence of H

can be constrained to positive times. For t ≤ 0 the Hamiltonian can be chosen to be constant.

This can be thought of as preparing the system in thermal equilibrium during t ≤ 0 and then

letting it evolve freely starting at t = 0. Thus, ρ = ρeq at negative times, while for positive times,

the density matrix follows the Liouville equation (2.7) with a time-dependent Hamiltonian H(t).
The evolution of the system is then given by

ρ(t) = U(t, 0)ρ(0)U†(t, 0) = U(t, 0)ρ(0)U(0, t), (2.8)

where

U(t, t ′) = T exp



−i

t
∫

t ′

dt ′′ H(t ′′)



 (2.9)

is the time evolution operator familiar from classical quantum mechanics. A similarity exists

between the time evolution operator U and the equilibrium density matrix ρeq. This allows to

express the initial state of the system in terms of an evolution along the imaginary time axis

ρeq =
U(T − iβ , T

tr[U(T − iβ , T )]
, (2.10)

where T is an arbitrary negative time during which the system was in equilibrium. Inserting (2.5)

and (2.10) into (2.8) then leads to

ρ(t) =
U(t, 0)U(T − iβ , T )U(0, t)

tr [U(T − iβ , T )]
. (2.11)
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2 Thermal Quantum Field Theory

Re t'

Im t'

C+

C-

C3

T
t

T'

T-iβ

Figure 2.1: Contour C in complex time in the CTP formalism. Integrals over t ′ follow C , starting at T < 0 and
ending at T − iβ . An operator is picked up at t ∈ [0, T ′] with T ′ > 0.

Now, substituting this into (2.4) while exploiting the cyclicity of the trace, as well as the prop-

erty that evolution operators U commute with each other at negative times and the identity

U(t, t ′′)U(t ′′, t ′) = U(t, t ′), the ensemble average of an observable A becomes

〈A〉(t) =
tr U(T − iβ , T )U(T, t)A U(t, T )

tr [U(T − iβ , T )]

=
tr U(T − iβ , T )U(T, T ′)U(T ′, t)A U(t, T )

tr [U(T − iβ , T )U(T, T ′)U(T ′, T )]
. (2.12)

In the second step, a new positive time T ′ > t was introduced in order to bring the expression

into the standard form of the Closed Time Path (CTP) formalism - a special case of the RTF. This

expression for the ensemble average can be interpreted as evolving the system in time along

a contour C . The inverse temperature β herein extends this contour into the complex plane,

because exp[−β H] has the same form as the time evolution operators. The path is depicted

in Figure 2.1: The start is at the arbitrary negative real time T , from where one follows the

contour to the positive time t along the real axis, picking up the operator A. After that, the path

is continued until the arbitrary positive time T ′, turned around and retraced back to T from

where it then reaches towards T − iβ in the lower half of the complex plane. The path C+ in

positive real direction is shifted infinitesimally above the real axis, whereas the path C− in neg-

ative real direction is shifted below. The last segment in negative imaginary direction is labeled C3.

The trace in the denominator in (2.12) is the partition function that serves as a normalization

factor in the calculation of ensemble averages. Inserting the definition (2.9) for the time evolution

operators into the trace, one finds an intermediate expression for the partition function as

Z = tr
�

U(T − iβ), T )U(T, T ′)U(T ′, T )
�

8



2.3 Path Integral

=

∫

dφ 〈φ|TC exp



−i

∫

C

dx0

∫

d3~x H (x)



 |φ〉, (2.13)

where the trace over Fock space was expressed as the integral over the diagonal matrix elements

in an appropriate basis {|φ〉}. The integration in time x0 is performed along the contour C .

Consequently, a time ordering of operators must also be understood as an ordering along C ,

which is implied by the subscript on the time ordering operator TC . In the next section, the

discussion will turn to deriving an equivalent representation of Z that is more suited to deriving

Feynman rules.

2.3 Path Integral

The partition function can be used as a generating functional for any n-point function of the

theory. In order to arrive at a representation where these functions can be extracted from Z,

the Feynman path integral is used. This alternative formalism of quantum physics considers all

possible evolutions of a system over time and superimposes them. Technically, this is done by

first cutting the contour C into infinitesimal pieces. At each cut, an integral over all Fock space is

inserted as an identity operator. Two bases are chosen for the representation of these identities:

The eigenstates of the field operators |φ〉 and their conjugated momenta |$〉

1 =

∫

dφ |φ〉〈φ|, (2.14a)

1 =

∫

d$
2π
|$〉〈$|. (2.14b)

After the insertion of identities, one obtains

Z =

∫

dφ d$
2π

∫

lim
N→∞

N
∏

n=1

�

dφn d$n

2π

�

〈φ|$N 〉 〈$N |TC exp



−i

T−iβ
∫

tN

dx0

∫

d3~x H (x)



 |φN 〉 ...

... 〈φ1|$〉 〈$|TC exp



−i

t1
∫

T

dx0

∫

d3~x H (x)



 |φ〉.

(2.15)

The {t i}, i = 1, ..., N are the points where C is cut. In order to proceed, first note that

〈φi |$i−1〉 = exp



i

t i
∫

t i−1

dx0

∫

d3~x φ̇(x)$(x)



 , (2.16)

where classical fields appear in the integral. In the same way, field operators in the Hamiltonian

9



2 Thermal Quantum Field Theory

inside (2.15) can be replaced by classical fields by letting them act on the states to the left and

right of the exponential. For this to work, normal ordering of the operators in H is essential.

Then, one obtains the following expression for the partition function

Z = N

∫

DφD$ exp







i

∫

C

d4 x
�

φ̇(x)$(x)−H [φ(x),$(x)]
�







. (2.17)

The integrals over Fock space at each point t i along the contour have been expressed as integration

measures over all classical field configurations Dφ and D$ that are subject to one boundary

condition that arises from a subtlety in the derivation of the path integral formula: In (2.13), the

bra-vector to the left of the time evolution operator is the same as the ket-vector to the right as

they arise from the same trace over Fock space. However, in order for the picture of evolving the

system along C to be consistent, one needs a state at T − iβ to the left and a state at T to the

right of the operator. For this reason, one must impose the condition

φ(T − iβ , ~x) = ±φ(T, ~x). (2.18)

This (anti-) periodicity relation for the fields in thermal equilibrium is known as the Kubo-Martin-

Schwinger (KMS) boundary condition [29, 40, 43]. While this constraints the allowed field

configurations φ(x), no such rule is imposed on the conjugated momenta $(x). The prefactor

N is a normalization constant from the integration measure. In a final step, the integral over

the conjugated momenta can be carried out in case that the Hamiltonian is quadratic in those

momenta. Then, the integral is Gaussian and one finds

Z = N ′
∫

Dφ exp







i

∫

C

d4 x L[φ(x), φ̇(x)]







. (2.19)

Again, N ′ is a normalization factor and L is the Lagrangian of the theory. The path integral

formulation of the partition function can now be used in order to construct a generating functional

for Green functions. For this purpose, an external current j(x) is introduced, defined along C like

the classical fields φ(x). The functional Z[ j] then denotes the partition function of the system in

presence of this external source

Z[ j] =

∫

Dφ exp







i

∫

C

d4 x
�

L[φ(x), φ̇(x)] + j(x)φ(x)
�







. (2.20)

Here, the prefactor N ′ was dropped, as Green functions are always normalized with the partition

function and N ′ cancels in that process. In the limit j→ 0, one trivially recovers the partition

function of the system. The importance of the generating functional originates from the possibility

10



2.3 Path Integral

to take functional derivatives with respect to j(x). Evaluating these derivatives at j(x)≡ 0 then

gives any n-point function of the theory

〈TC φ(x1) ...φ(xn)〉 =
1

Z[ j]
δ

iδ j(x1)
...

δ

iδ j(xn)
Z[ j]

�

�

�

�

j≡0

. (2.21)

For deriving Feynman rules in an interacting theory, one can split the Lagrangian into a free

and an interaction part L = L0 + LI and use the same trick of replacing fields with functional

derivatives to move the interaction part in front of the integral over field configurations

Z[ j] = exp







i

∫

C

d4 x LI

�

δ

iδ j(x)

�







Z0[ j]. (2.22)

Here, Z0 denotes the generating functional from (2.20) with the free Lagrangian L0. All cou-

plings of the theory are comprised in the first term. An expansion in perturbation theory then

corresponds to the expansion of the former exponential in powers of functional derivatives δ/iδ j

that act on the free generating functional.

In the above discussion, it was implicitly assumed in the Gaussian integral that φ(x) is a bosonic

field. For the fermionic case, the anti-commuting nature of the fields must be taken into account.

However, when the Gaussian integral is carried out, the fields are already considered as being

classical, so they are not operator valued. Hence, anti-commuting fields call for anti-commuting

numbers - the Grassmann numbers

{θi} : θi θ j = −θ j θi . (2.23)

This identity immediately leads to the conclusion that all higher powers of a Grassmann number

vanish and therefore all power series terminate after the linear term. Any function of a Grassmann

number can be written as

f (θ ) = a+ bθ , (2.24)

where a, b ∈ C. Going one step further, one may ask about sensible definitions for differentiation

and integration:

∂

∂ θ
(a+ bθ ) = b, (2.25a)

∫

dθ (a+ bθ ) = b. (2.25b)

The former is exactly what one would expect. For the case of integration however, the situation
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2 Thermal Quantum Field Theory

is a bit more involved. A simple argument for the integration formula above can be found when

considering a Gaussian integral at which this discussion is aimed anyways. Such an integral

should be independent of a shift in the integration variable θ → θ +ψ, where ψ is an indepen-

dent Grassmann-odd number. This leaves the above as the only possible definition. Therefore,

differentiation and integration are the same for Grassmann-odd variables. A general Gaussian

integral then takes the form

∫

dθ d sθ exp
�

sθ Λθ + sψθ + sθ ψ
�

=

∫

dθ d sθ exp
�

sθ Λθ − sψΛ−1ψ
�

= Λ exp
�

− sψΛ−1ψ
�

. (2.26)

Λ is a Grassmann-even operator. In the first step, a substitution of the integration variable

θ → θ −Λ−1ψ and sθ → sθ − sψΛ−1 was applied to the integrand in order to complete the square.

As the second term in the exponential does no longer depend on the integration variables it can

be pulled in front of the integral. Integrating over the momenta in the path integral (2.17) in the

fermionic case then gives

Z[η, sη] =

∫

DψD sψ exp







i

∫

C

d4 x
�

L[ψ(x), sψ(x)] + sη(x)ψ(x) + sψ(x)η(x)
�







,

(2.27)

for the generating functional with two currents η, sη. In the following sections, it will be discussed

how to derive the Feynman rules from the generating functional.

2.4 Klein-Gordon Propagator

A free scalar theory shall serve as an introductory example for the derivation of Feynman rules

from the generating functional and at the same time provide the basis for the discussion of more

complicated models. The Lagrangian for a real scalar field φ with mass m is given by

L =
1
2
∂µφ ∂

µφ −
m2

2
φ2. (2.28)

It is advantageous to apply a substitution for the field variable when integrating over field

configurations

φ(x) → φ(x)−
∫

C

d4 y D(x − y) j(y), (2.29)

where D is the propagator of the theory. By definition, it obeys the equation of motion of the

12



2.4 Klein-Gordon Propagator

system - the Klein-Gordon equation - with a pointlike inhomogeneity added as a source term on

the right hand side

−(�+m2)D(x − y) = δC(x − y). (2.30)

The δC -function is defined along the contour C for the zero-component of the four-vectors (a

definition based on the step function along C can be found in (2.40) further into the section).

Applying this substitution to the generating functional in (2.20) gives

Z[ j] =

∫

Dφ exp



i

∫

C

d4 x
1
2
φ(x)

�

−�−m2
�

φ(x)





exp



−
i
2

∫

C

d4 x d4 y j(x)D(x − y) j(y)



 . (2.31)

The first exponential holds the Lagrangian and will cancel with the denominator in (2.21). The

second exponential however does not depend on the field variable any more and can be pulled

out of the integral over field configurations. Then, the two-point function of the theory can be

found according to

G(x − y) =
δ

iδ j(x)
δ

iδ j(y)
exp



−
i
2

∫

C

d4 x ′ d4 y ′ j(x ′)D(x ′ − y ′) j(y ′)





�

�

�

�

�

�

j≡0

= iD(x − y). (2.32)

Thus, propagator and 2-point function are the same apart from a factor of imaginary i. One could

now solve the inhomogeneous Klein-Gordon equation for D by using a Fourier ansatz that respects

the KMS boundary condition. Alternatively, the 2-point function can be evaluated directly in this

case of a free theory:

G(x − y) = 〈TC φ(x)φ(y)〉

= θC(x
0 − y0) 〈φ(x)φ(y)〉+ θC(y

0 − x0) 〈φ(y)φ(x)〉. (2.33)

A non-interacting field can be expanded in creation and annihilation operators

φ(x) =

∫

d3~p
(2π)3 2ωp

�

a(~p)e−i p x + a†(~p)ei p x
�

, ωp =
Æ

m2 + ~p2. (2.34)

Upon substitution into (2.33), one obtains thermal expectation values 〈a a〉, 〈a a†〉, 〈a† a〉 and

13



2 Thermal Quantum Field Theory

〈a†a†〉. While the first and last expression vanish, the other two expressions return thermal

distribution functions [52]




a†(~p) a(~k)
�

= (2π)3δ(~p− ~k)2ωp fB(ωp), (2.35a)



a(~p) a†(~k)
�

= (2π)3δ(~p− ~k)2ωp

�

1+ fB(ωp)
�

, (2.35b)

where fB is the Bose-Einstein distribution for bosons in thermal equilibrium

fB(ω) =
1

eβ ω − 1
. (2.36)

With this, the 2-point Green function can be computed and one obtains

G(x − y) =

∫

d4p
(2π)4

ρ0(p)e
−i p (x−y)

�

θC(x
0 − y0) + fB(p

0)
�

, (2.37)

with the spectral function

ρ0(p) = 2πδ(p2 −m2)
�

θ (p0)− θ (−p0)
�

. (2.38)

The exact form of the Green function depends on the contour C and therefore on the choice of

the formalism - ITF or RTF. Here, as was already laid out earlier, the CTP contour in complex time

is chosen for the integration. Then, assuming that real time arguments either on C+ or C− (c.f.

Figure 2.1), the step function θC is defined as

θC(x
0 − y0) =























θ (x0 − y0) for x0, y0 ∈ C+

θ (y0 − x0) for x0, y0 ∈ C−

0 for x0 ∈ C+, y0 ∈ C−

1 for x0 ∈ C−, y0 ∈ C+.

(2.39)

The definition can be extended analogously to C3, however, later in the discussion it will become

clear that fields on this last part of the contour will always decouple from those on C+ or C−. The

definition of the step function induces an expression for the δC -function that already appeared

earlier in the equation of motion for the propagator:

δC(x
0 − y0) =

dθC(x0 − y0)
d(x0 − y0)

=











δ(x0 − y0) for x0, y0 ∈ C+

−δ(x0 − y0) for x0, y0 ∈ C−

0 otherwise

(2.40)

Even if x0 = y0 the δC -function evaluates to zero for arguments on different branches of the

path. This highlights the interpretation of fields on C+ and C− being different degrees of freedom.
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2.4 Klein-Gordon Propagator

Furthermore, the negative sign in the δ-function on C− is a consequence of the anti-chronological

ordering of operators on this piece of the contour.

Above, it was already stated that fields on C3 do not contribute to any physical processes. In

order to address this topic, the generating functional can be split into parts according to the time

integration being along C± = C+ ∪ C− or C3 for the two integration variables x0 and y0 in (2.31)

Z[ j] = exp



−
i
2





∫

C±

∫

C±

+

∫

C3

∫

C3



d4 x d4 y j(x)D(x − y) j(y)





exp



−
i
2





∫

C±

∫

C3

+

∫

C3

∫

C±



d4 x d4 y j(x)D(x − y) j(y)



 . (2.41)

Two exponentials appear: One where both time arguments are on the same part of the contour

respectively and one where the arguments are mixed. The latter gives rise to propagators that

couple fields from C± to fields on C3. As an example, one may e.g. consider the propagator

between C+ and C3

i D+3(x − y) =

+∞
∫

−∞

dp0

2π
e−i p0 (x0−T )

∫

d3~p
(2π)3

ρ0(p)e
i ~p·(~x−~y) eτ p0

fB(p
0), (2.42)

where y0 = T − iτ ∈ C3 with 0< τ < β . The terms were intentionally organized in such a way

that one can immediately interpret the above as a Fourier transformation of the rightmost integral

from energy to time space. A property of Fourier transforms of analytic functions is that they go to

zero at infinity. The parameter T that appears above is only constrained by the condition T < 0,

so it can be sent to negative infinity, hence causing the result to vanish if the integral over the

spatial components of the momentum happens to be analytic. However, this requirement seems

to cause problems in light of the non-analytic properties of the spectral distribution function ρ0.

Therefore, it is important to perform a regularization of the integrand. In particular, step- and

δ-functions should be replaced by ε-regularized expressions

δ(x) = lim
ε→0

1
2πi

�

1
x − iε

−
1

x + iε

�

, (2.43a)

θ (x) = lim
ε→0

+∞
∫

−∞

dω
2πi

eiω x

x − iε
. (2.43b)

The limit is only taken at the very end of the computation. But even this trick is of no use in the

case where x0→−∞, because the expression x0 − T is then no longer well defined. A way out

can be found in constraining the external currents j to compact functions, such that

15



2 Thermal Quantum Field Theory

C+

C-

-∞ +∞

-∞-iβ

iD++ C+

C-

-∞ +∞

-∞-iβ

iD--

C+

C-

-∞ +∞

-∞-iβ

iD+- C+

C-

-∞ +∞

-∞-iβ

iD-+

Figure 2.2: The four propagators in the CTP formalism shown in the complex time plane.

lim
x0→±∞

j(x) = 0. (2.44)

These considerations can analogously be extended to all propagators D±3, D3±, so that altogether

one finds that the generating functional mixing the two parts of the contour vanishes

lim
T →−∞
T ′ → +∞

exp



−
i
2





∫

C±

∫

C3

+

∫

C3

∫

C±



d4 x d4 y j(x)D(x − y) j(y)



 = 0 (2.45)

and therefore, the generating functional factorizes. Note that this does not imply anything about

the evolution of fields on C3. What this finding does imply however, is that degrees of freedom

on C3 completely decouple from those on C±.

In light of these two sets of fields, it is customary to define a field and current doublet. The

propagators that couple the different fields together are correspondingly organized in a 2× 2

matrix

φ =

�

φ+

φ−

�

, j =

�

j+
j−

�

, D =

�

D++ D+−
D−+ D−−

�

. (2.46)

In this notation, the integration forth and back along C± can be replaced by an integration from

−∞ to +∞ while defining a metric diag(1,−1) in order to incorporate the anti-chronological

operator ordering on C−
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2.5 Fermion Propagator

Z[ j+, j−] = exp

�

−
i
2

∫

d4 x d4 y

�

j+(x) j−(x)
�

�

1

−1

��

D++(x − y) D+−(x − y)
D−+(x − y) D−−(x − y)

��

1

−1

��

j+(y)
j−(y)

��

.

(2.47)

The four propagators that combine any two fields φ± can be calculated by substituting the

respective step function (2.39) into (2.37). In momentum space, one finds

iD++(p) =
�

i
p2 −m2 + iε

+ 2πδ(p2 −m2) fB(|p0|)
�

, (2.48a)

iD−−(p) =
�

−i
p2 −m2 − iε

+ 2πδ(p2 −m2) fB(|p0|)
�

, (2.48b)

iD+−(p) = 2πδ(p2 −m2)
�

θ (−p0) + fB(|p0|)
�

, (2.48c)

iD−+(p) = 2πδ(p2 −m2)
�

θ (p0) + fB(|p0|)
�

. (2.48d)

These propagators decompose into non-thermal parts and thermal parts. The first term in D++
and D−− has the familiar form from zero temperature QFT describing the exchange of a virtual

particle. The thermal part is proportional to the distribution of states in the thermal bath. It

is also important to note that thermal parts are always put on-shell by a δ - this describes the

absorption or emission of a real particle from or into the heat bath.

2.5 Fermion Propagator

In principle, the fermion propagator can be obtained by retracing all the above steps for a

fermionic theory with only minor adjustments. There is however also a quite elegant method

that allows for the derivation of other propagators directly from the Klein-Gordon propagator.

For the sake of introducing this method a general equation of motion is considered:

Λαβ ψβ = 0. (2.49)

Here, Λ is a differential operator and the Greek indices represent any internal degrees of freedom

(e.g. Dirac indices). Now, if there exists a Klein-Gordon divisor dαβ that completes the above

differential operator in the sense of

Λαβ dβγ = dαβ Λβγ = −δαγ (�+m2), (2.50)

then this divisor can be inserted into the differential equation (2.49) and one finds that ψ also

solves the Klein-Gordon equation. Also, this implies that the propagator is just dαβ D. A free

fermionic theory is the ideal example for this method. The Lagrangian describing a single free

fermion with mass m is given by
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2 Thermal Quantum Field Theory

L = sψ
�

i /∂ −m
�

ψ. (2.51)

For the differential operator i /∂ −m to be completed to a Klein-Gordon operator, the missing

factor is

d = i /∂ +m. (2.52)

Before writing down the fermion propagator, one needs to consider the anti-commuting nature

of fermionic fields, as a consequence of which, the thermal averages of creation and annihilation

operators lead to a different distribution function

fF (ω) =
1

eβ ω + 1
. (2.53)

While the bosonic distribution adhered to the periodic KMS boundary condition, the fermionic

one leads to Green functions that are anti-periodic in imaginary time. In position space, the

fermion propagator is found to be

i S(x − y) =
�

i /∂ +m
�

∫

d4p
(2π)4

ρ0(p)e
−i p (x−y)

�

θC(x
0 − y0)− fF (p

0)
�

. (2.54)

As before, depending on the type of propagator, the step function θC (2.39) corresponding to the

four possible combinations of C+ and C− is inserted into the integral. Then, in analogy to the

scalar propagator one finds in momentum space

iS++(p) = (/p+m)
�

i
p2 −m2 + iε

− 2πδ(p2 −m2) fF (|p0|)
�

, (2.55a)

iS−−(p) = (/p+m)
�

−i
p2 −m2 − iε

− 2πδ(p2 −m2) fF (|p0|)
�

, (2.55b)

iS+−(p) = (/p+m)2πδ(p2 −m2)
�

θ (−p0)− fF (|p0|)
�

, (2.55c)

iS−+(p) = (/p+m)2πδ(p2 −m2)
�

θ (p0)− fF (|p0|)
�

. (2.55d)

These differ from (2.48a)–(2.48d) only in the additional Klein-Gordon divisor and the fermionic

distribution function instead of the bosonic one.

2.6 Interactions

After having discussed bosonic and fermionic propagators, a short introduction on the treatment

of vertices in the CTP formalism is in place. For that purpose, one may reconsider the generating

functional in an interacting theory that was already given in (2.22) and apply the CTP doublet

notation (2.46) to it:
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2.7 Gauge Theories

Z[ j+, j−] = exp

�

i

∫

d4 x
�

LI

�

δ

iδ j+(x)

�

− LI

�

δ

iδ j−(x)

��

�

Z0[ j+, j−]. (2.56)

Feynman rules for vertices can be read off directly from this expression. In general, it appears

that one will always obtain two vertices from each interaction term in the Lagrangian - one

for fields φ+ and one for fields φ−. Vertices do not mix fields from different branches like the

propagators. This is to be expected, because a vertex does always contain fields at one single

point in space-time.

2.7 Gauge Theories

With the above formalism, Feynman rules for Yukawa-type interacting theories of bosons and

fermions can be derived. An example for such a theory can be found e.g. in the Yukawa sector

of the SM. On the other hand, the Glashow-Weinberg-Salam (GWS) model of the electroweak

interaction and the theory of the strong interaction - Quantum Chromo Dynamics (QCD) - are

so-called Yang-Mills theories [63] that are constructed around fundamental symmetry properties

and comprise vector fields in addition to the scalars and fermions that have been considered in

this work so far. For the sake of studying this kind of theory, a Lagrangian that is invariant under

transformations of a SU(n) group shall be employed:

L = −
1
4

F a
µν Fµνa + sψi i (/Dψ)i . (2.57)

In the above Lagrangian, there are n2 − 1 vector fields Aa
µ. The field strength of these fields is

defined as

F a
µν = ∂µAa

ν − ∂νA
a
µ + f abc Ab

µ Ac
ν. (2.58)

Therein, f abc are the completely antisymmetric structure constants of the symmetry group. For

any representation of the group, the generators ta of symmetry transformations satisfy the

Lie-algebra

[ta, t b] = i f abc t c . (2.59)

The matter fieldsψi , i = 1, ..., N transform under a N -dimensional representation of the symmetry

group according to

δεψ
i = iεa (ta)i jψ j , δε

sψi = −i sψ j εa (ta) ji , (2.60)

where εa is the infinitesimal parameter of the transformation. The important principle that leads

to a theory of gauge interactions is the invariance under local transformations εa = εa(x). Of

course, this demand is much stronger than the invariance under global transformations and for
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it to be realized, the matter fields must be coupled to the gauge fields such that the latter can

compensate any change in the Lagrangian which may arise in a local transformation. This is done

through the covariant derivative

�

Dµψ
�i

= ∂µψ
i − i (ta)i j Aa

µψ
j . (2.61)

Now, the transformation behavior of the gauge fields must be chosen such that the invariance

under local transformations is established. One finds that the requirement is fulfilled for the

Aa
µ transforming according to the adjoint representation of the symmetry group, wherein the

components of the generators are given by the structure constants themselves (T a)bc = −i f abc:

δεA
a
µ =

�

Dµε
�a

= ∂µε
a + f abc Ab

µ ε
c . (2.62)

It is now easy to verify that the Lagrangian (2.57) is indeed invariant under local transformations.

In an attempt to write down a suitable path integral for the generating functional of this theory,

one finds oneself confronted with an immediate problem: the coefficient matrix of the quadratic

part of the Lagrangian is singular and as such, it is not possible to introduce a propagator as was

done e.g. in (2.31). This may seem like a finishing blow for the concept of perturbation theory, but

luckily there is a way to circumvent this issue. The key to obtaining a theory that is accessible by

means of perturbation theory is the introduction of so called gauge fixing terms to the Lagrangian.

These terms may be of any form, as long as they relieve the above issue of a singular coefficient

matrix. This will come at the cost of breaking gauge invariance. Other global symmetries of

the theory should be preserved by these terms, keeping as much as possible of the original

theory intact. This approach may seem peculiar at first, but there is also a physical motivation to

it: In a path integral formulation of the partition function, the integration measure over field

configurations would contain all four components of each vector field DAa = DAa
0 DAa

1 DAa
2 DAa

3.

This means that each field is considered as four independent degrees of freedom in the path

integral. In contrast to that, it is known from examples like the photon that a massless spin

1 particle has only two internal degrees of freedom: the two transverse components of the

polarization vector. The two unphysical polarizations lead to divergences in the path integral [50]
and the reason for this behavior is the gauge invariance of the theory. Gauge transformations

create classes of equivalent field configurations. In a naive path integral, those equivalent field

configurations are counted redundantly. In order to overcome this issue, it is therefore reasonable

to break gauge invariance for the sake of a convergent path integral. A popular choice for such a

modification of the Lagrangian in (2.57) is the covariant gauge

LGF = ∂ µF a Aa
µ +

ξ

2
F a F a, (2.63)

where the field F a is an auxiliary field variable, defined by the equation of motion
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ξ F a = ∂ µAa
µ. (2.64)

Using the above identity, one could also formulate the gauge fixing Lagrangian as

LGF = −
1

2ξ

�

∂µAaµ
�2

. (2.65)

The parameter ξ may have any constant value. The most common choices are the Landau gauge

ξ= 0 and the Feynman gauge ξ= 1. Of course, once a theory is modified with a gauge fixing

term, the parts that have been superficially added must be compensated for. Through the gauge

fixing terms, the equivalence classes created by gauge invariance are eliminated, however the

unphysical degrees of freedom are still counted in the path integral. Therefore, the next step is

the introduction of new degrees of freedom that are designed to ultimately cancel the unphysical

polarization modes: these “negative” degrees of freedom are the Faddeev-Popov ghosts [24]

LFP = −
∫

d4 y sca(x)
δG a(x)
δAb

µ(y)
(Dµc(y))b. (2.66)

ca and sca are introduced as having spin zero while fulfilling anti-commutation relations. The

gauge fixing condition is obtained from (2.64) as G a = ∂ µAa
µ−ξ F a = 0. Evaluating the functional

derivative and performing a partial integration, one finds

LFP = ∂ µsca
�

Dµc
�a

. (2.67)

The total Lagrangian with gauge fixing and Faddeev-Popov ghosts now has the form

L = −
1
4

F a
µν Fµν a + sψi i (/Dψ)i + ∂ µF a Aa

µ +
ξ

2
F a F a + ∂ µsca (Dµc)a. (2.68)

The claim that the gauge fixing and ghost terms compensate each other may not be obvious at the

level of the Lagrangian. Therefore, it is instructive to study the residual symmetry of the theory,

after the local invariance has been broken. Indeed, it is possible to find global symmetries in the

modified Lagrangian which are reminiscent of the original invariance under local transformations.

Specifically, one can show that the Lagrangian is invariant under the simultaneous transformations

δωψ
i = iω ca (ta)i jψ j , (2.69a)

δω
sψi = iω sψ j ca (ta) ji , (2.69b)

δωAa
µ = ω (Dµc)a, (2.69c)

δωca = −
ω

2
f abc cb cc , (2.69d)

δωsca = −ω F a, (2.69e)

δωF a = 0, (2.69f)
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where ω is a Grassmann-odd parameter of the global symmetry. These so called BRST trans-

formations play an important role in the study of gauge theories. Note how the gauge fields

still show the transformation behavior of the original gauge symmetry, but now with the local

parameter εa(x) =ω ca(x). The important feature of this residual symmetry is the nilpotency

of the transformations: a second variation of any field variable always vanishes as can be easily

verified by looking at (2.69a)–(2.69f):

δ2
ω = 0. (2.70)

This will be very important for proving that gauge fixing and ghost terms in the Lagrangian hold

no physical implications. But first, it should be noted that another global symmetry exists in the

ghost sector of the Lagrangian that will also become important later:

δθ ca = θ ca, (2.71a)

δθsca = −θ sca. (2.71b)

The global parameter θ of the transformation is Grassmann-even, acting as a scaling factor for

the ghosts in the above transformations.

The ghosts as well as two components of each gauge field are unphysical degrees of freedom and

it is clear that they cannot appear as external states for physical processes. In order to identify

the physical states |Ψ〉 ∈ Vphys., one can exploit the nilpotency of the BRST transformation. For

this purpose, it is instructive to consider the Noether currents of the BRST- and ghost scaling

symmetry

Jµ a
BRST = Fµν a (Dνc)a + F a (Dµc)a −

1
2

f abc ∂ µsca cb cc , (2.72a)

Jµghost = ∂ µsca ca −sca (Dµc)a. (2.72b)

The charges follow directly.

QBRST =

∫

d3~x
�

F0ν a(x) (Dνc(x))a −
1
2

f abc
ṡca(x) cb(x) cc(x)

�

, (2.73a)

Qghost =

∫

d3~x
�

ṡca(x) ca(x)−sca(x)
�

D0c(x)
�a�

. (2.73b)

Using the fundamental (anti-) commutator relations for the fields and their conjugated momenta,

one can show that

�

ca(x),Qghost

�

= −i ca(x), (2.74a)
�

sca(x),Qghost

�

= isca(x). (2.74b)
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This implies that the operator iQghost acts as a ghost number operator, counting +1 for every ghost

ca and −1 for every anti-ghost sca. The BRST charge itself carries a unit ghost number as one

might already read off directly from the definition in (2.73a) or by evaluating the commutator

�

QBRST,Qghost

�

= −iQBRST. (2.75)

With (2.74a), (2.74b) and (2.75), QBRST and Qghost appear as suitable operators for the selection

of physical states. Conditions for a physical state are

QBRST |Ψ〉 = 0, (2.76a)

Qghost |Ψ〉 = 0. (2.76b)

Looking at the transformations (2.69c)–(2.69f), it is possible to write the gauge fixing and ghost

terms in the Lagrangian as a BRST variation

LGF + LFP =
§

QBRST,−∂ µsca Aa
µ −

ξ

2
sca F a

ª

(2.77)

and due to the criteria for physical states, this implies

〈Ψ ′|LGF + LFP |Ψ〉 = 0 (2.78)

for arbitrary physical states |Ψ〉, |Ψ ′〉 ∈ Vphys.. This is the formal proof that the modifications of

the Lagrangian hold no physical implications.

The physical states that are selected by the above criteria can be used for a consistent ansatz for

the partition function. For this purpose, projection operators Pn that project onto the subspace

with n ghosts are defined. Obviously, these projectors form a complete orthonormal set

∞
∑

n=0

Pn = 1, (2.79a)

Pn Pm = δnm Pn. (2.79b)

P0 projects out the physical part of a state, that is, it can be used in order to define a trace over

only physical states

Z = tr
�

P0 e−β H
�

. (2.80)

But still, using this partition function for the definition of a generating functional, one will

encounter a problem in the context of BRST invariance when writing down a path integral. At
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2 Thermal Quantum Field Theory

this point, the BRST symmetry has already proven of great importance to the concept of gauge

theories. But in a path integral, the question for the boundary conditions for ghosts arises: Should

they obey the periodic or the anti-periodic KMS relation? They are introduced as spin 0 fields,

so in analogy to scalars, one could be tempted to argue for symmetric boundary conditions.

But on the other hand, they are also anti-commuting degrees of freedom which in the case of

spin 1/2 fermions lead to anti-periodic Green functions. However, looking at the infinitesimal

BRST transformations in (2.69a)–(2.69e), it becomes clear that the latter leads to inconsistencies:

antisymmetric fields obtain symmetric parts in a BRST transformation. Does this mean that BRST

invariance is broken at finite temperature? Fortunately, this is not the case, because the above

issue is merely a problem with the definition of the partition function. This can be illustrated on

a simplified example.

Let H be a two-dimensional Hilbert space with the fermionic basis |0〉 and |1〉. The previously

introduced Grassmann variables can then be used in order to define fermionic coherent states

|ψ〉 = e−ψ a†
|0〉 = |0〉 −ψ |1〉, (2.81a)

〈ψ| = 〈0|e−a sψ = 〈0|+ sψ 〈1|. (2.81b)

Here, ψ, sψ is a pair of conjugated Grassmann-odd parameters that anticommutes with fermionic

operators of the theory such as a and a†. This property gives rise to the relative sign in (2.81a)

and (2.81b). The coherent states provide an alternative complete basis with the completeness

relation

∫

d sψdψe−
sψψ |ψ〉〈ψ| =

∫

d sψdψ
�

1− sψψ
� �

|0〉〈0| −ψ |1〉〈0|+ sψ |0〉〈1| − sψψ |1〉〈1|
�

= 1. (2.82)

Inserting this into the trace over a bosonic operator B - like e.g. the exponential e−β H - one then

finds

tr [B] = tr

�∫

d sψdψe−
sψψ |ψ〉〈ψ|B

�

=

∫

d sψdψe−
sψψ (〈ψ|B |0〉+ψ 〈ψ|B |1〉)

=

∫

d sψdψe−
sψψ 〈ψ|B | −ψ〉. (2.83)

This is the antisymmetric KMS boundary condition for fermionic fields in the path integral

formulation of the generating functional shown explicitly in this simplified example of a two-

dimensional Hilbert space. In the case of a gauge theory, it is this very property that leads to

problems with ghosts and BRST invariance. The key to alleviating this problem can be found in

the already introduced limitation to physical states in the trace over Fock space. In the simplified
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2.7 Gauge Theories

example above, the sign in the coherent state is determined by the sign in front of the |1〉 state in

(2.81a). However, in the partition function, this part is projected out of the trace anyway. A trick

can be used to exploit this: A ghost number operator will leave the physical states unaltered, but

flips the sign in a coherent state

e−iπN |ψ〉 = (1− 2 N) (|0〉 −ψ |1〉) = |0〉+ψ |1〉 = | −ψ〉. (2.84)

In the first step, the idempotentcy of the fermion number operator N2 = N was used in order to

simplify the exponential series. Obviously, the presence of such a number operator in the trace

(2.83) leads to periodic boundary conditions for the fermion modes it applies to. This is exactly

what is needed for the consistency of ghost fields in a path integral with BRST symmetry. In

analogy to the discussion of this simplified example, a ghost number operator iQghost is inserted

into (2.80), leading to

Z = tr
�

P0 eπQghost e−β H
�

. (2.85)

In order to obtain the propagator for the gauge fields, the free limit for the Lagrangian with gauge

fixing and ghosts can be considered. In the covariant gauge, one finds

L = −
1
4

F a
µν Fµν a −

1
2ξ

�

∂ µAa
µ

�2
+ sψi i /∂ψi + ∂ µsca ∂µca

=
1
2

Aa
µ

�

gµν�−
�

1−
1
ξ

�

∂ µ∂ ν
�

Aa
ν +

sψi i /∂ψi −sca�ca. (2.86)

Following the same approach that was already used for the fermion propagator, a Klein-Gordon

divisor can be found for the differential operator

dµν ab(i∂ ) = δab
�

−gµν + (1− ξ)
∂ µ∂ ν

�

�

(2.87)

and the four propagators in the CTP formalism are instantly found to be

iDµν ab
++ (p) = δab

�

−gµν + (1− ξ)
pµpν

p2

� �

i
p2 + iε

+ 2πδ(p2) fB(|p0|)
�

, (2.88a)

iDµν ab
−− (p) = δab

�

−gµν + (1− ξ)
pµpν

p2

� �

−i
p2 − iε

+ 2πδ(p2) fB(|p0|)
�

, (2.88b)

iDµν ab
+− (p) = δab

�

−gµν + (1− ξ)
pµpν

p2

�

2πδ(p2)
�

θ (−p0) + fB(|p0|)
�

, (2.88c)

iDµν ab
−+ (p) = δab

�

−gµν + (1− ξ)
pµpν

p2

�

2πδ(p2)
�

θ (p0) + fB(|p0|)
�

. (2.88d)

For calculations, the explicit choice ξ= 1 for the gauge will be adopted. Ghost propagators will

not be needed for the upcoming discussions, so they are not given here. However, they can of
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2 Thermal Quantum Field Theory

course be derived from the above Lagrangian in the usual way, using the bosonic distribution

function in order to satisfy the periodic boundary condition.
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The νMSM

One of the questions the SM leaves unanswered is: "Why is there more matter than antimatter in

the universe?". It was already addressed briefly in Chapter 1, how the baryon over photon ratio

inferred from observations like the Planck mission is greatly underestimated by calculations based

on the SM. Therefore, extensions of the SM are very interesting to cosmology as a source for

additional C P violation. One model with the ability to provide this is the νMSM - the Neutrino

Minimal Standard Model. In the following, the electroweak sector of the SM will be reviewed,

followed by an introduction to its extension with right-handed neutrinos. The further is necessary,

because leptons, gauge bosons of the electroweak interaction and the Higgs play a role in thermal

reactions of the neutrinos and also for the sake of fixing notation. For the latter, the coupling

between neutrinos and the SM will be discussed, as well as the parameter space of the model

and Majorana properties of the new fields.

3.1 Standard Model of electroweak Interactions

Since the discovery of the Higgs in 2012 [19], the Standard Model is considered complete. The

electroweak sector contains two out of three interactions, described within a SU(2)L ⊗U(1)Y
gauge group. The first subscript L denotes the breaking of the chiral symmetry by weak interac-

tions: The gauge bosons W a
µ associated with this group only couple to the left-chiral projections

of matter fields, but not to the right-handed parts. The charge carried by fields that are subject to

to this interaction is the weak isospin I . The second gauge group is abelian with one gauge field

Bµ and hypercharge Y - as implied by the subscript in the group.

The electroweak Lagrangian can be partitioned into four pieces: the gauge Lagrangian Lgauge,

containing the kinetic terms for the gauge fields, the Yang-Mills sector LYM with the kinetic terms

for the fermionic matter fields, including gauge couplings in the covariant derivatives, the Higgs

sector LHiggs, introducing kinetic terms and self interactions of the Higgs field and finally the

Yukawa sector LYukawa with the couplings between fermions and the Higgs. These four pieces will

be discussed one after another in the following.
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3 The νMSM

The gauge sector is given by the two terms

Lgauge = −
1
4

W a
µνW

aµν −
1
4

BµνBµν, (3.1)

where W a
µν = ∂µW a

ν − ∂νW
a
µ − gL ε

abc W b
µW c

ν and Bµν = ∂µBν − ∂νBµ are the field strengths of the

gauge fields W a
µ and Bµ. The third term in W a

µν appears due to the non-abelian algebra of the

gauge group SU(2)L with gL as the corresponding coupling.

Next is the Yang-Mills sector

LYM = i Ďqi L /Dqi L + i ĎdiR/DdiR + i ĎuiR/DuiR + i Ď`i L /D`i L + i ĎeiR/DeiR, (3.2)

with the covariant derivative

Dµ fL =
�

∂µ − i gL τ
a W a

µ − i gY
Y
2

Bµ

�

fL , (3.3a)

Dµ fR =
�

∂µ − i gY
Y
2

Bµ

�

fR. (3.3b)

The matrices τa = σa/2 are the generators of the SU(2)L that are normalized according to

tr
�

τa τb
�

=
1
2
δab 1. (3.4)

gY is the coupling of the U(1) interaction. Left-handed fields are organized in a doublet structure

with weak isospin I = 1/2 and the three component I3 = ±1/2. qi are the quark doublets with

up-type ui and down-type di , i = 1, 2, 3 for the three quark families. They carry the hypercharge

Y = 1/3. `i are the three lepton families with I = 1/2 and Y = −1:

qi L =

�

ui

di

�

L

,
{ui} = {u, c, t}

{di} = {d, s, b}
(3.5a)

`i L =

�

νi

ei

�

L

,
{ei} = {e,µ,τ}

{νi} = {νe,νµ,ντ}
(3.5b)

The right-handed fields are singlets in the SU(2)L with I = 0. Note that there is no right-handed

neutrino in the SM because it would also have no hypercharge Y = 0 and therefore no gauge

interactions at all.

The Higgs sector introduces the Higgs field Φ as a SU(2)L doublet with I = 1/2 and hypercharge

Y = 1
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3.2 Extension with right-handed Neutrinos

LHiggs =
�

DµΦ
�†

DµΦ−µ2Φ†Φ−λ
�

Φ†Φ
�2

, (3.6)

with

Φ =

�

φ+

φ0

�

. (3.7)

The covariant derivative is the same as for the left-handed fermions in (3.3a) with the proper

hypercharge substituted. µ2 could be interpreted as a mass squared term in a scalar theory,

however, in the SM, this parameter is chosen negative such that Φ develops a non-zero vacuum

expectation value (VEV). λ is the coupling of the quartic self-interaction.

In the cold theory, the Higgs VEV is used to generate mass terms for all matter fields in the SM

except the neutrinos. This is achieved via couplings between the fields in question and the φ0

component that generates the VEV in the Yukawa sector

LYukawa = −Ďqi L (hd)i j Φd jR −Ďqi L (hu)i j
eΦu jR −Ď`i L (h`)i j Φe jR. (3.8)

Above, hd , hu and h` are the Yukawa coupling matrices. Writing the fermion fields as mass

eigenstates, the Yukawa couplings are real and diagonal. This procedure requires different

unitary transformations of left- and right-handed fields, which leads to flavor changing charged

currents in the interactions of quarks. Their mixing is quantified in the CKM mixing matrix which

also holds one C P violating complex phase. This is the only source of C P violation within the SM.
eΦ is the isospin conjugated Higgs field which, in the case of the SU(2), happens to transform in

the same way as the original doublet so that gauge invariance of the Lagrangian is guaranteed:

eΦ = iσ2Φ† =

�

φ0∗

−φ−

�

. (3.9)

Coming back to the case of right-handed neutrinos, it was noted above that the right chiral part

of such a field would neither carry a weak isospin nor a hypercharge. Thus, these fields are not

forbidden in any way but simply would not participate in any gauge interactions of the theory.

However, there is still the possibility of a Yukawa coupling to the isospin conjugate Higgs in

analogy to the right-handed up-type quarks. This motivates the extension of the SM which will

be considered in the next section.

3.2 Extension with right-handed Neutrinos

3.2.1 Lagrangian and Parametrization

An arbitrary number of right-handed neutrinos NIR, I = 1, 2, ..., n can be added to the spectrum of

the SM in a straight forward way. The additional neutrino sector Lagrangian then incorporates the
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3 The νMSM

kinetic terms for the new fields, as well as the Yukawa coupling hN . Furthermore, as right-handed

neutrinos do not carry any charge in this minimal model, there is the possibility to add a Majorana

mass term MM to the Lagrangian as well [62]:

LNeutrino = i ĎNIR /∂ NIR −Ď`i L eΦ (hN )i I NIR − ĎNIR (h
†)I i eΦ

† `i L

−
1
2

�

ĎN C
IR (MM )I J NJR + ĎNIR (M

†
M )I J N C

JR

�

. (3.10)

The superscript C herein denotes charge conjugation N C
IR = −γ

0 C N ∗IR. By construction, the right

chiral field NIR can be obtained from the Majorana field

NI = NIR + N C
IR, (3.11)

which then satisfies the relation N C
I = NI . The coupling hN is a 3× n complex matrix that can

be parametrized by 6 n real numbers. The Majorana mass matrix MM on the other hand is a

n× n matrix in neutrino generation space. The NI can always be chosen such that MM is real and

diagonal. In this case, only n more parameters are needed to characterize the mass spectrum of

the νMSM. With this, the basis of the right-handed neutrinos has been fixed. However, one can

still absorb three complex phases in the Yukawas hN into the SM-lepton fields `i L . In total, the

νMSM requires 7 n− 3 real numbers to be completely parametrized.

In [7], it was estimated that at least three generations of right-handed neutrinos are needed

cosmologically, in order for the νMSM to simultaneously explain the baryon asymmetry of the

universe (BAU), neutrino oscillations and dark matter. Numerical studies in [16] can support

this claim. In light of these studies, it seems plausible to adopt the choice of n= 3 generations

of right-handed neutrinos. In this scenario, 18 parameters in addition to the bar code of the

SM are needed to characterize the νMSM. A sensible arrangement for 15 of those numbers to

parametrize the 3× 3 complex Yukawa coupling matrix can be obtained from the singular value

decomposition theorem [28]

hN = UL hdiag U†
R, (3.12)

where UL/R are unitary matrices and hdiag = diag(h1, h2, h3) with 3 real entries hi . The left and

right unitary matrices can be understood as complex rotations in three dimensions, i.e. [8]

UL =







1 0 0

0 cosθL23 sinθL23

0 − sinθL23 cosθL23













cosθL13 0 sinθL13 e−iδL

0 1 0

− sinθL13 eiδL 0 cosθL13













cosθL12 sinθL12 0

− sinθL12 cosθL12 0

0 0 1













eiα1 0 0

0 eiα2 0

0 0 1






, (3.13a)
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3.2 Extension with right-handed Neutrinos

U†
R =







cosθR12 − sinθR12 0

sinθR12 cosθR12 0

0 0 1













cosθR13 0 − sinθR13 e−iδR

0 1 0

sinθR13 eiδR 0 cosθR13













1 0 0

0 cosθR23 − sinθR23

0 sinθR23 cosθR23













eiβ1 0 0

0 eiβ2 0

0 0 1






. (3.13b)

θL/Ri j are 6 mixing angles. Furthermore, with δL/R, αi and βi there exist 6 additional CP violating

phases. The last three missing parameters are the Majorana masses in the diagonal mass matrix

MM = diag(M1, M2, M3). (3.14)

The decays of right-handed neutrinos violate lepton number and therefore, their mass scale is

often considered as being large, e.g. Mi ∼ 107 GeV in [44]. However, recent works also focus

on lighter Majorana masses at the electroweak scale. These scenarios require smaller Yukawa

couplings and a nearly degenerate mass spectrum in order to resonantly enhance C P-violating

decays in the early universe without spoiling SM predictions and still accounting for the current

bounds on active neutrino masses [51].

In the cold universe of today, the Yukawa coupling to the Higgs creates a Dirac mass term for the

neutrinos as a consequence of the non-vanishing VEV after the electroweak symmetry breaking

at TEW ∼ 100 GeV [38]:

〈eΦ〉 =

�

v

0

�

, (3.15)

where v = 174GeV [12]. The Dirac mass term MD = v h then mixes left- and right-handed

neutrinos with each other

LNeutrino|T�TEW
= i ĎNIR /∂ NIR − Ďνi L (MD)i I NIR − ĎNIR (M

†
D)I i νi L

−
1
2

�

ĎN C
IR (MM )I J NJR + ĎNIR (M

†
M )I J N C

JR

�

. (3.16)

In order to illustrate the mixing between left- and right-handed neutrinos even better, Dirac- and

Majorana mass terms are often assembled into a matrix scheme [44]

LνMSM|T�TEW
= ...−

1
2

�

�

ĎνL
ĎN C

R

�

�

0 MD

M T
D MM

� �

νC
L

NR

�

+
�

ĎνC
L

ĎNR

�

�

0 M∗D
M†

D M†
M

� �

νL

N C
R

��

.

(3.17)

The generation indices i, I have been dropped in the above formula for the sake of an easier
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notation. There exist two sets of mass eigenstates ν′L and N ′R that are obtained by diagonalizing

the above mass matrix

�

ν′
C
L

N ′R

�

= U

�

νC
L

NR

�

,

�

ν′L

N ′CR

�

= U∗
�

νL

N C
R

�

. (3.18)

These new fields are the chiral components of Majorana fields ν′ = ν′C and N ′ = N ′C . Therefore,

the respective other chiral component is fixed by the Majorana condition ν′R = ν′
C
L and N ′L = N ′CR .

The mass eigenstates are referred to as active and sterile neutrinos respectively.

An ansatz for the transformation matrix can be found by considering first the simpler case of

only one left- and one right-handed neutrino. In this toy model, the entries in the mass matrix

are scalar expressions mD, mM and the matrix itself can be easily diagonalized by means of a

two-dimensional rotation matrix. The corresponding rotation angle is given up to second order in

the Yukawas by θ = mD/mM +O(m3
D/m

3
M ). Accordingly, the mass matrix in the multi-generation

case is diagonalized in two steps: First, a rotation to a block-diagonal form is applied with θ

defined as [16]

θ = MD M−1
M (3.19)

in correspondence to the single generation case. Here, the mixing between active and sterile neu-

trinos is revealed to be fixed by the ratio of Dirac masses over Majorana Masses. In a second step,

unitary transformations Uν and UN diagonalize the block entries. The composite transformation

is given up to second order in the Yukawas by

U =

�

Uν 0

0 UN

� �

1− 1
2 θ
∗θ T −θ ∗

θ T 1− 1
2 θ
∗θ T

�

. (3.20)

Substituting (3.20) into (3.18) then results in

ν′L = Uν

��

1−
1
2
θθ †

�

νL − θ N C
R

�

, (3.21a)

N ′R = UN

��

1−
1
2
θ ∗θ T

�

NR + θ
T νC

L

�

. (3.21b)

As was already laid out above, θ is usually small, either due to large Majorana masses or small

Yukawas, such that the active neutrinos ν′ are mostly constituted by the left-handed neutrinos

and the sterile neutrinos N ′ contain predominantly the right-handed ones. Both, active and sterile

states do have masses as can be seen by performing the first rotation with (3.19). Consistently

keeping only the terms up to second order in hN , one can write the block-diagonal entries of the

mass matrix as
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Mν = − θ MM θ
T , (3.22a)

MN = MM +
1
2

�

θ †θ MM +M T
M θ

Tθ ∗
�

. (3.22b)

At this point, it becomes clear how this so-called Seesaw formalism for the generation of neutrino

masses generates light active neutrinos with masses Mν = O(M2
D/MM ) and heavy sterile neutrinos

with MN = O(MM ) at leading order. For reference, the Planck collaboration has inferred an

upper limit for the sum of active neutrino masses from their measurements of the CMB of
∑

j m j < 0.66eV at 95% confidence level [3]. On the other hand, in [15] an emission line in

the stacked X-ray spectrum of galaxy clusters was reported at > 3σ that can be interpreted as

the signature of sterile neutrino decay at the mass of 7.1keV. This observation falls within the

allowed region in parameter space and is also consistent with resonant leptogenesis scenarios

if one assumes the two other generations to have nearly degenerate masses of order 1...10 GeV

[16]. In a rough approximation, neglecting the mixing angles, one Yukawa can be estimated to

be of order 10−11 and the others 10−7.

3.2.2 Majorana Properties

In the era before the electroweak symmetry breaking, the Majorana fields NI are mass eigenstates

themselves. The Majorana condition holds some implications for the calculation of Feynman

diagrams that shall be investigated in the following.

For studying the properties of Majorana fields, it may be instructive to start with a free fermionic

toy model

L = sψ
�

i /∂ −m
�

ψ (3.23)

and use the Majorana representation for the Dirac matrices appearing in the Feynman dagger
/∂ = eγµ∂µ which is special in that all Dirac matrices are purely imaginary eγµ∗ = −eγµ:

eγ0 =

�

0 σ2

σ2 0

�

, eγ1 =

�

iσ1 0

0 iσ1

�

,

eγ2 =

�

0 σ2

−σ2 0

�

, eγ3 =

�

iσ3 0

0 iσ3

�

. (3.24)

Thus, the Dirac equation is real and one can find purely real solutions eψ∗ = eψ to it. These

solutions represent the Majorana fermions. At this point, the question arises as to how this

condition translates into arbitrary representations of the Dirac matrices. Using the theorem that

states that all equivalent representations of Dirac matrices are connected by a unitary similarity

transformation U , one obtains

γµ = U eγµ U†. (3.25)
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3 The νMSM

Then, the Majorana condition translates into the arbitrary representation as

U U T ψ∗ = ψ. (3.26)

The customary form of this condition that was already given in the previous section for the

Majorana neutrino fields uses a definition of the unitary matrix C

−γ0 C = U U T . (3.27)

The Majorana condition ψC = −γ0 Cψ∗ = ψ then consequently leads to new non-vanishing

pairings of field operators in two-point functions:




TC ψ(x)ψ
T (y)

�

= =



TC ψ(x) sψ(y)
�

C T , (3.28a)




TC
sψT (x) sψ(y)

�

= = C†



TC ψ(x) sψ(y)
�

. (3.28b)

Thus, these new Majorana propagators differ from the usual fermion propagators only by the

matrix C T or C†. Knowing that these two-point functions exist will be of great importance when

the self-energies of the right-handed neutrinos are calculated.
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Self-Energies

Green functions are the dynamic quantities that encode all information of a theory. The following

discussion will revolve around two-point functions in the νMSM at finite temperature. These

objects are invaluable to many cosmological questions - including leptogenesis - as one can e.g.

extract decay- and oscillation rates from them.

4.1 Dressed Propagators

In the era before the electroweak phase transition T > TEW, thermal corrections to the Higgs

potential lead to a symmetric vacuum state [38]. Without the non-vanishing vacuum expecta-

tion value of the Higgs field, leptons, quarks and gauge bosons are massless. While the Higgs

itself is still massive and the right-handed neutrinos still have Majorana masses, these can be

neglected in resonant leptogenesis scenarios because the energy scale is given by the temperature

T � MI . Through this reasoning, one might be tempted to consider all degrees of freedom in

the early universe to be massless. However, it is a well established fact that at high temperature,

thermal effects shift the poles of propagators when considering radiative corrections [23, 61] and

therefore alter the dispersion relations of fields that interact with the thermal plasma. This effect

becomes visible in the dressed propagators one obtains from the resummation in the Dyson series.

The need for the resummation as proposed by Braaten and Pisarski [14] arises from infrared

divergences in thermal self energies. When calculating the same self energies with resummed

propagators, the presence of thermal masses cures this issue. Considering hot gauge theories, the

situation becomes even more dramatic as matrix elements from bare propagators depend on the

gauge chosen [14]. The reason for this peculiar behavior can be found in perturbation theory:

At zero temperature, one is used to calculate diagrams up to a fixed order of vertices. However,

in a thermal theory, diagrams with any number of vertices contribute already at leading order

in the coupling constants. The application of dressed propagators to the calculation of Green

functions bears a rich phenomenology. Thermal effects in leptogenesis have been considered by

many authors [6, 4, 11, 10, 20, 26, 27], however, dressed propagators are often approximated

by inserting thermal masses by hand into the bare propagators. This treatment is indeed exact
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for scalar propagators but may be questionable in the case of fermions.

The ultimate goal of this chapter is the computation of the right-handed neutrino self energies. At

leading order, these do only couple to the left-handed SM leptons as well as the Higgs, so in the

following, the resummed propagators for these fields will be derived. The resummed propagator

is defined via the Dyson series that can be diagrammatically represented as

= + + + ...

= + . (4.1)

The line with the filled blob on the left hand side denotes the dressed propagator, the lines on the

right hand side are bare propagators and empty blobs are bare self energies. In the second step,

the series was factorized, leading to a recursive definition of the dressed propagator. Writing the

above relation explicitly in terms of bare propagators iD and self-energies −iΠ, one can solve for

the dressed propagator iD?:

iD? = iD+ iD (−iΠ) iD+ ... = iD+ iDΠD?

⇔ iD? =
i

D−1 −Π
. (4.2)

This resummation technique for thermal propagators was originally developed in the ITF [14],
where the propagators do not have the 2× 2 matrix structure that is characteristic for the RTF.

The inverse of said matrices is proportional to the inverse of the determinant det D = D++ D−− −
D+− D−+. These products of propagators can lead to expressions that contain squares of δ-

distributions and may therefore be considered as ill defined. One could still do calculations to

see that those singular expressions always drop out in the final result, however, it is still desirable

to have an approach where these singularities do not appear in the first place. A solution to this

is found in the Keldysh representation [33] where a unitary transformation of the propagator

matrix is used:

U =
1
p

2

�

1 −1

1 1

�

. (4.3)

Applying the transformation, one obtains the advanced, retarded and statistical propagators DA,

DR and DF . The (1, 1)-element vanishes due to the relation [17]

D++ − D+− − D−+ + D−− = 0, (4.4)
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which can be proven by inserting the corresponding definitions in terms of time ordered field

operators. The remaining entries are

iDA(p) = iD++(p)− iD−+(p) =
i

p2 − i sgn(p0)ε
, (4.5a)

iDR(p) = iD++(p)− iD+−(p) =
i

p2 + i sgn(p0)ε
, (4.5b)

iDF (p) = iD++(p) + iD−−(p) = 2πδ(p2)
�

1+ 2 fB(|p0|)
�

. (4.5c)

The same transformation can be applied to the matrix of self-energies −iΠ. In noting that (4.4)

holds to all orders in perturbation theory, one can write down a similar relation for the self

energies

Π++ +Π+− +Π−+ +Π−− = 0. (4.6)

The careful reader may spot a change in sign for the Π+− and Π−+ which arises due to a subtlety

in the RTF: While Π++ and Π−− both comprise two vertices on the same part of the contour C

in complex time (see Chapter 2), Π+− and Π−+ contain one vertex on C+ and one vertex on C−
each. The additional negative sign from vertices on C− switches the signs in the respective terms

in the above relation. The new self energies that correspond to (4.5a)–(4.5c) are

ΠA = Π++ +Π−+, (4.7a)

ΠR = Π++ +Π+−, (4.7b)

ΠF = Π++ +Π−−. (4.7c)

Note that even after reducing the number of propagators from four in the original RTF formalism

to three in the Keldysh formalism, these are still not independent of each other and one can

obtain the statistical propagator and self energy directly from the advanced and retarded ones:

DF (p) =
�

1+ 2 fB(|p0|)
�

sgn(p0)
�

DR(p)− DA(p)
�

, (4.8a)

ΠF (p) =
�

1+ 2 fB(|p0|)
�

sgn(p0)
�

ΠR(p)−ΠA(p)
�

. (4.8b)

This relation can be checked for the bare propagators by using the principal value decomposition

for the δ-distribution from the advanced and retarded propagators in (4.5a), (4.5b)

1
x − x0 ± iε

= P
�

1
x − x0

�

∓ iπδ(x − x0). (4.9)

The principle value of an integral is obtained when an ε-region around a pole residing on the

integrated path is cut out. By adding back a circular part that goes around the pole either above

or below in the complex plane, one obtains the right-hand side of (4.9) that is sketched on the

37



4 Self-Energies

+∞-∞
+∞-∞

Figure 4.1: Graphical representation of the two sides of the principal value decomposition (4.9). Blue is an
integration contour that here is chosen to go from −∞ to +∞ and yellow is the position of the pole in the
integrand.

right side of Figure 4.1. Taking the limit ε→ 0 only after the integration, this is the same not

cutting out the pole but shifting it by ε below or above the contour, as in the left-hand side of

(4.9) and Figure 4.1.

The advantage of using the Keldysh formalism over the original RTF propagator matrix becomes

obvious in the dressed propagator in (4.2). Due to the vanishing entry in the Keldysh propagator

and self energy matrix, the retarded and advanced dressed propagator decouple:

�

0 DA?

DR? DF?

�

=

�

0 DA+ DAΠA DA?

DR + DRΠR DR? DF + DRΠF DA? + DF ΠA DA? + DRΠR DF?

�

. (4.10)

While the statistical dressed propagator is more complicated, it can also be computed with (4.8a).

4.2 Higgs Self Energy

In the νMSM, there are contributions from vector bosons, scalars and fermions to the Higgs self

energy. The respective couplings are found in the Higgs and Yukawa sector of the SM (3.6) and

(3.8)

4.2.1 Contributions from Vector Bosons

All couplings between the Higgs and vector bosons are comprised in the kinetic term for the

Higgs. As is the case in scalar QED, cubic and quartic vertices between vectors and scalars are

present in the Lagrangian:

LHiggs =
�

∂µΦi

�†
∂ µΦi

−i
h

gL (τ
a)i j W a

µ +
gY

2
Bµ
i

�

(∂ µΦi)
† Φ j −Φ

†
i

�

∂ µΦ j

��

+

�

g2
L

4
δi j W a

µW aµ +
g2

Y

4
δi j BµBµ + gL gY (τ

a)i j W a
µ Bµ

�

Φ†
iΦ j

−µ2Φ†
iΦi −λ

�

Φ†
iΦi

�2
. (4.11)

The Feynman rules for the scalar-vector couplings can be read off directly
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p1 p2

Φ j

Φi

W aµ

= i gL (τ
a)i j

�

pµ1 + pµ2
�

, (4.12a)

p1 p2

Φ j

Φi

Bµ

= i
gY

2
δi j

�

pµ1 + pµ2
�

, (4.12b)

Φi

Φ j

W aµ

W bν

= i
g2

L

2
δab δi j gµν, (4.12c)

Φi

Φ j

Bµ

Bν

= i
g2

Y

2
δi j gµν, (4.12d)

Φi

Φ j

W aµ

Bν

= i gL gY (τ
a)i j gµν. (4.12e)

At leading order, two types of diagrams contribute to the Higgs self energy, comprising either

two cubic or one quartic vertex. It may be instructive to first consider the quartic coupling

contributions which have an inherently simple structure

Πssvv(p) =
p p

k

= −iδaa g2 gµν
∫

dDk
(2π)D

Dµν(k). (4.13)

In the loop, the generations of vector bosons are summed over in δaa = N , where N is the

39



4 Self-Energies

-∞ ∞ Re(k0)

Im(k0)

-∞ ∞
Re(k0)

Im(k0)

Figure 4.2: Poles of the advanced (left) and retarded (right) propagators are depicted in yellow in the complex
k0-plane. An integral where the contour (blue) can be closed at ±i∞ will vanish due to the residue theorem.

number of generators of the underlying gauge group. g2 denotes the coupling constant from

the quartic vertex that shall only be substituted with the respective terms from the SU(2)L and

U(1)Y in the final result. Note that in the above expression, only the topology of the self energy

diagram was considered, but not the contractions between space-time points on different contour

parts C±. For obtaining the advanced/retarded self energy, (4.7a) and (4.7b) can be used:

ΠA/R
ssvv(p) = Π++ssvv(p) +Π

∓±
ssvv(p) = −i N g2 gµν

∫

dDk
(2π)D

D++µν (k). (4.14)

The part with Π∓±ssvv vanishes as there is only one vertex present in the diagram at leading order

and therefore, mixing between C+ and C− are impossible. Inverting the relations in (4.5a) –

(4.5c) now allows to translate the above expression back into the Keldysh representation

ΠA/R
ssvv(p) = −

i
2

N g2 gµν
∫

dDk
(2π)D

�

DA
µν(k) + DR

µν(k) + DF
µν(k)

�

=
i
2

N g2 gµν
∫

dDk
(2π)D

§ gµν
k2 − i sgn(k0)ε

+
gµν

k2 + i sgn(k0)ε
− gµν 2πiδ(k2)

�

1+ 2 fB(|k0|)
�

ª

,

(4.15)

where the vector propagators corresponding to (4.5a) – (4.5c) have been inserted in the last step.

The first two terms in the above expression are purely advanced/retarded. Structures like these

will always vanish upon integration over the zero component of the loop momentum as long

as one can close the contour at ±i∞. This is due to the signum function in the denominator

that places all poles on the same side of the integration contour as sketched in Figure 4.2. The

only remaining contribution comes from the statistical propagator that involves a δ-distribution,

taking the loop momentum on-shell. Since there are no scalar products of external momentum p

and loop momentum k present, the remaining d = D− 1 dimensional integral can be formulated
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4.2 Higgs Self Energy

in spherical coordinates

ΠA/R
ssvv(p) = N g2 D

(4π)d/2
1

Γ
�

d
2

�

∞
∫

0

d|~k| |~k|d−2
�

1− 2 fB(|~k|)
�

. (4.16)

A factor D appeared as a consequence of the contraction gµνgµν, while terms involving d arise

from the surface area of a unit sphere in d dimensions 2πd/2/Γ (d/2) and the 1/(2π)d from the

integration. The two terms in the square bracket within the integrand represent non-thermal

and thermal parts of the retarded self energy. Going to D = 4 and d = 3 dimensions, one

finds the quadratic ultraviolet divergence of the zero temperature theory in the first summand.

This requires no new treatment at finite temperature and can be dealt with by using the zero

temperature counter terms [21]. On the other hand, the thermal part does not introduce new

divergences in the ultraviolet limit thanks to the distribution function fB. Also note that while fB

has a potentially dangerous pole at |~k|= 0, at d = 3 the singularity is canceled in the integrand.

Thus, one finds for the quartic self energy diagram

ΠA/R
ssvv(p) =

1
3

N g2 T 2 + [non-thermal parts]. (4.17)

This does not depend on the momentum of the scalar, which means that ΠA/R
ssvv does not modify

the residues of the propagator, but only leads to a shift of the poles in exactly the same way, a

mass term in the Lagrangian would.

Next, the diagram involving cubic vertices shall be considered. These contain the generators ta of

the gauge group in the representation under which the scalar field transforms - see e.g. (4.12a)

for the SU(2)L case. Again, these expressions that depend on the gauge group and representations

are kept general and will only be substituted in the final result:

Πssv(p) =
p p+ k p

k

= i g2 (ta ta)

∫

dDk
(2π)D

Dµν(k) (p
µ + 2kµ)D(p+ k) (pν + 2kν). (4.18)

Performing the summation over the generators results in the Casimir ta ta = C 1, which is propor-

tional to the identity operator in the space of the representation. The next steps are performed in

analogy to (4.14) – (4.15). However, this time, there are two vertices present in the diagram and

mixing between C+ and C− can occur:
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ΠA/R
ssv (p) = Π++ssv (p) +Π

∓±
ssv (p)

= i C g2

∫

dDk
(2π)D

�

D++µν (k) (p
µ + 2kµ)D++(p+ k) (pν + 2kν)−

D±∓µν (k) (p
µ + 2kµ)D∓±(p+ k) (pν + 2kν)

�

. (4.19)

An important detail is the relative sign between the two terms above. While the first loop contains

only (+) vertices, the second loop connects a (+) and a (−) vertex, the product of which contains

an additional factor (−1). Upon translating back into the Keldysh representation, one finds four

contributions out of the 9 possible combinations of advanced, retarded and statistical propagators

that do not cancel:

ΠA/R
ssv (p) = −

i
2

C g2

∫

dDk
(2π)D

(p+ 2k)2
§

2πδ(k2)
�

1+ 2 fB(|k0|)
� 1
(p+ k)2 ∓ i sgn(p0 + k0)ε

+

2πδ
�

(p+ k)2
� �

1+ 2 fB(|p0 + k0|)
� 1

k2 ± i sgn(k0)ε
+

i
[k2 − i sgn(k0)ε] [(p+ k)2 − i sgn(p0 + k0)ε]

+

i
[k2 + i sgn(k0)ε] [(p+ k)2 + i sgn(p0 + k0)ε]

ª

. (4.20)

As was advertised at the beginning of this chapter, no squares of δ-distributions appear during

the calculation. The two last terms are again purely advanced and purely retarded. As they go

like 1/(k0)2 for large loop momenta, the k0-contour can be closed in such a way that no residue

is picked up, thus showing that these parts vanish. The remaining terms can be factorized by

applying a substitution k→−p−k in the latter one. The integral over k0 is elementary due to the

presence of the δ-distribution that puts the loop momentum on-shell. Note that - in contrast to

the previously discussed case - scalar products kp are present in the integrand, which is therefore

a function of the angle θ between these two momenta. The integration over θ can be performed

by inserting a logarithmic factor in the integrand and encircling the resulting discontinuity in the

complex plane (c.f. Appendix A). One finds

ΠA/R
ssv (p) = −C g2 1

(4π)d/2
1

Γ
�

d
2

�

∞
∫

0

d|~k| |~k|d−2
�

1+ 2 fB(|~k|)
�

�

1−
p2

2 |~p| |~k|
LA/R
−

�

, (4.21)

where

L±
A/R = ln

|~k|+ (p+ ∓ iε)

|~k|+ (p− ∓ iε)
± ln

|~k| − (p+ ∓ iε)

|~k| − (p− ∓ iε)
, p± =

p0 ± |~p|
2

(4.22)

is a shorthand writing for the logarithmic function that appears in the integrand as a consequence

of the θ -dependence. This type of integrand will also appear in other self energy diagrams in
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Figure 4.3: Real (left) and imaginary (right) part of the logarithmic term LA
− in the integrand in (4.21) for finite ε.

The poles (red) resulting from the zeros in numerator and denominator of the logarithms can be clearly seen in the
real part. The imaginary part on the other hand features discontinuities that join the poles above and below the
real axis respectively. Also shown is the integration contour in |~k| (black) which does not encounter any of the
poles or discontinuities.

various versions: The sign of the ε shift depends on the self energy it appears in being advanced

or retarded. This has been accounted for with a superscript A/R in (4.22). Also, in fermionic self

energy diagrams, not only the difference L−, but also the sum L+ of the tow logarithms will be

present. In order to avoid ambiguities in the signs, a color coding was applied in (4.22). Obviously,

LA/R
− features discontinuities in the complex |~k|-plane. At this point, the ε-regularization is crucial

for obtaining a well defined expression: For a finite ε, the logarithmic poles are shifted above and

below the real axis which in term are joined pairwise by discontinuity cuts that run parallel to the

real axis and the integration contour as shown in Figure 4.3 for the advanced version. Thus, LA/R
−

is analytic along the real axis but still needs to be expanded in order to obtain a non-numeric

result for the integral. Note that LA/R
− depends on the loop momentum |~k|, as well as on two

external scales p±. The integral itself is dominated by the value of the integrand around |~k| ∼ T

and therefore, a sensible approach is to differentiate between various regions, defined by p± ≶ T

and expand LA/R
− accordingly.

lim
p+→0
p−→0

LA/R
− = lim

p+→0
p−→0

�

2|~k|(p+ − p−)

|~k|2 + ε2
+O

�

p2
+

|~k|2
,

p2
−

|~k|2

��

(4.23a)

lim
p+→∞
p−→∞

LA/R
− = lim

p+→∞
p−→∞

�

2|~k|
�

1
p+
−

1
p−

�

+O

�

|~k|2

p2
+

,
|~k|2

p2
−

��

(4.23b)

lim
p+→0

p−→∞

LA/R
− = lim

p+→0
p−→∞

�

ln

�

−
|~k| ∓ iε

|~k| ± iε

�

−
2|~k|
p−
+

2|~k|p+
|~k|2 + ε2

+O

�

p2
+

|~k|2
,
|~k|2

p2
−

��

(4.23c)

lim
p+→∞
p−→0

LA
− = lim

p+→∞
p−→0

�

ln

�

−
|~k| ± iε

|~k| ∓ iε

�

+
2|~k|
p+
−

2|~k|p−
|~k|2 + ε2

+O

�

|~k|2

p2
+

,
p2
−

|~k|2

��

(4.23d)

(4.23b) corresponds to the infrared limit for the loop momentum. Inserting the expansion into

the integral (4.21) reveals the integrand to be infrared finite for d = 3 spatial dimensions. In the
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gauge group N dim(R ) C

U(1) 1 1 1
SU(2) 3 2 3/4

Table 4.1: Gauge group and representation specific factors that appear in the Higgs self energy diagrams involving
vector bosons. dim(R ) is the dimension of the representation of the group. In the SM, the Higgs is in the one
dimensional representation of the U(1)Y and the two dimensional representation of the SU(2)L .

ultraviolet, the non-thermal part of the integrand is again quadratically divergent as expected

from the T = 0 theory while the thermal part is regulated by the thermal distribution. Evaluating

the latter obviously leads to different results, depending on the domain of the external scales p±
one chooses to work in. As Pisarski and Braaten [14, 13] have established in the hard thermal loop

(HTL) framework, it s sufficient to use bare propagators as long as at least one external momentum

is hard. Consequently, the interesting domain where the thermal self energy should be evaluated

is characterized by p±� T . In this case, the integrand is dominated by the non-logarithmic term

since (4.23a) is subleading and the self energy can be approximated as

ΠA/R
ssv (p) = −

1
12

C g2 T 2 + [non-thermal parts]. (4.24)

(4.17) and (4.24) make up the leading order self energy contributions from vector bosons. The

gauge group and representation specific factors N and C for the SM are tabulated in Table 4.1

[61]. In summing up the discussed diagrams, one arrives at the total vector boson induced self

energy of the Higgs in the SM at leading order. In doing so, the couplings in (4.17) and (4.24)

have to be replaced by the corresponding couplings of the respective gauge group as listed in

(4.12a)–(4.12e)

ΠA/R
v (p) =

�

3
16

g2
L +

1
16

g2
Y

�

T 2. (4.25)

Concluding the discussion on the vector induced self energy diagrams, a short remark on the

validity of the HTL approximation for hard external momenta may be appropriate. In [34] it is

noted that a resummation of self energy diagrams is always possible and allows to capture the

effect of altered dispersion relations in the thermal plasma. Since the thermal masses that appear

in the dressed propagators are typically ∼ 0.1 ... 1 T , the corrections that arise are noticeable even

for hard external momenta. While this may justify the usage of dressed propagators beyond the

domain of the HTL scheme, one should still reconsider the validity of the approximations that

were applied during the computation of (4.25). While the thermal part of the quartic coupling

diagram (4.17) is exact and does not depend on the scale of the external momentum, this is

not true for the cubic coupling diagram (4.24). Here, it was already noted before that the

integrand does depend on the external momentum p - or more precisely p±. The importance of

reconsidering the exact integrand (4.21) and then applying the appropriate approximation can be

demonstrated e.g. in the region p±� T . Here, one needs to use (4.23b), where the logarithmic

term is no longer subleading and leads to
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ΠA/R
ssv (p) = −

5
12

C g2 T 2 + [non-thermal parts].

This result differs from (4.24) by a factor of 5. It should be noted that this case is highly off-shell,

since p− = (p0 − |~p|)/2 � T . Going on-shell while considering thermal masses requires an

interpolation between the domains for p− ∼ T . However, in this case, the integral is dominated

by |~k| ∼ p−. Attempts to expand around this point lead to 1/ε singularities. This hints to a

breakdown of the overall approximation scheme, caused by the exchange of taking the limit

ε → 0 before the integral over |~k| is evaluated. The approximations (4.23a)–(4.23d) are not

affected by this as the dominant contributions to the integral are far away from the ε-shifted poles.

Consequently, a treatment for the regions joining the domains p± ≷ T requires an alternative

method that could not be developed within this work. Hence, the application of resummed

propagators should be limited to the HTL case.

4.2.2 Contributions from Scalars

The Higgs sector of the SM (3.6) also contains the quartic scalar self interaction

Φi

Φ j

Φk

Φl

= −iλ
�

δi jδkl +δilδ jk

�

. (4.26)

This vertex allows for a scalar self energy diagram similar to (4.13) where the vector boson in

the loop is replaced by a scalar:

Πssss(p) =
p p

k

= 6 iλ

∫

dDk
(2π)D

D(k). (4.27)

Herein, the doublet structure of the Higgs field Φ was used in Wick’s theorem, giving rise to the

numerical prefactor. The rest of the computation of this diagram proceeds in complete analogy

to Πssvv and one finds

ΠA/R
ssss(p) =

λ

2
T 2 + [non-thermal parts]. (4.28)
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4.2.3 Contributions from Fermions

A last self energy diagram can be obtained from the Yukawa sector of the SM Lagrangian (3.8),

where the couplings between the Higgs doublet field and quarks and leptons are specified. The

vertex for any of the fermions is given by

fR

fL,i

Φi

= −i h f , (4.29)

where the index i is in the SU(2)L isospin space. h f is the Yukawa coupling that is appropriate

for the respective fermion and in general is matrix valued in generation space. One finds the

leading order self energy diagram as

Πsff(p) =
p

p+ k

p

k

= −
i
2

tr
�

3h†
dhd + 3h†

uhu + h†
`
h` + h†

N hN

�

∫

dDk
(2π)D

tr [S(k)S(p+ k)] . (4.30)

Factors of 3 in front of the h†
dhd and h†

uhu terms account for the summation of the quark color in

the loop. The same approach that was already employed for Πssv can be used to find the ansatz in

the Keldysh formalism for this case as well. Substituting the fermion propagators and evaluating

the trace in the integrand yields a similar function as in the former discussion with scalar products

between external and loop momentum. After performing the integration over the enclosed angle,

one finds

Π
A/R
ssf (p) = −2 tr

�

3 h†
dhd + 3 h†

uhu + h†
`
h` + h†

N hN

� 1
(4π)d/2

1

Γ
�

d
2

�

∞
∫

0

d|~k| |~k|d−2
�

1− 2 fF (|~k|)
�

�

1+
p2

8 |~p| |~k|
LA/R
−

�

, (4.31)

with the same logarithmic term appearing in the integrand as before. Evaluating the HTL limit

p±� T ultimately leads to the thermal self energy contribution
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Π
A/R
sff (p) =

1
12

tr
�

3 h†
dhd + 3 h†

uhu + h†
`
h` + h†

N hN

�

T 2 + [non-thermal parts]. (4.32)

Among the Yukawas that appear in the above expression, the top coupling ht = (hu)33 is by far

the most dominant one, such that all other summands can be neglected.

4.2.4 Full thermal Self Energy and dressed Propagator

In adding up all the leading order contributions to the thermal scalar self energy, one arrives at

the final result

ΠA/R(p) =
�

3
16

g2
L +

1
16

g2
Y +

1
2
λ+

1
4

h2
t

�

T 2. (4.33)

Within the domain of validity of the HTL approximation, the scalar self energy does not depend

on the external momentum p. Thus, the pole of the dressed propagator D? is shifted according to

(4.2) and ΠA/R(p) can be directly interpreted as a mass term m2
φ
(T) = ΠA/R that occurs due to

the interaction between the scalar and the thermal heat bath:

i DA/R?(p) =
p p

=
i

p2 −m2
φ
(T )∓ i sgn(p0)ε

, (4.34a)

i DF?(p) =
p p

= 2πδ
�

p2 −m2
φ(T )

�

�

1+ 2 fB(|p0|)
�

. (4.34b)

Equation (4.8a) was used in order to obtain the statistical dressed propagator DF?. The dispersion

relation for the Higgs that can be read off from the shifted poles in ΠA/R?, or alternatively from

the δ-function appearing in the statistical propagator, is exactly that of a particle with mass mth.

4.3 Lepton Self Energy

The second field appearing in right-handed neutrino self energy diagrams at leading order besides

the Higgs are the left-handed leptons. In the SM, leptons couple to the Higgs as specified in the

Yukawa sector (3.8) and to the gauge bosons of the SU(2)L ⊗U(1)Y . Couplings of the latter type

can be read off from the Yang-Mills sector (3.2).

4.3.1 Contributions from Vector Bosons

Starting out with vector induced self energy diagrams, two couplings from (3.2) are of interest:

`L,i

`L, j

W a
µ

= gL (τ
a)i j γµ, (4.35a)
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`L,i

`L, j

Bµ

= −
gY

2
δi j γµ. (4.35b)

One finds a self energy Σffv, very similar to the scalar case Πssv, including the same Casimir

factors C that already appeared earlier as the left-handed lepton fields in the SM are in the same

representation of the SU(2)L ⊗U(1)Y as the Higgs doublet

Σffv(p) =
p p+ k p

k

= i C g2

∫

dDk
(2π)D

Dµν(k)γ
µ S(p+k)γν. (4.36)

Again, the diagram is evaluated for a general gauge theory with coupling g. The usual ansatz for

the advanced and retarded function leads to

Σ
A/R
ffv (p) =

D− 2
2

C g2

∫

dDk
(2π)D

(/p+ /k)
§

2πδ(k2)
�

1+ 2 fB(|k0|)
� 1
(p+ k)2 ∓ i sgn(p0 + k0)ε

+ 2πδ
�

(p+ k)2
� �

1− 2 fF (|p0 + k0|)
� 1

k2 ± i sgn(k0)ε

ª

. (4.37)

In the above expression, a factor 2− D enters due to γµγνγµ = (2− D)γν in D dimensions. Also,

the two terms involving either only advanced or only retarded propagators have been dropped

as these will evaluate to zero when integrating over k0, as has already been discussed in the

previous section. This fermionic self energy transforms under the Dirac representation of the

Lorentz group and thus, the most general ansatz for ΣA/R is

ΣA/R(p) = −/p aA/R − /u bA/R, (4.38)

where u is the velocity of the plasma. This is a special feature of the finite temperature theory:

the presence of a thermal background introduces an additional reference vector such that the

rest frame of the plasma can always be distinguished from other choices of coordinates. In the

rest frame, the velocity of the relativistic thermal plasma is given by u = (1, ~0)T . This explicit

choice will be adopted for the following computations. In order to obtain the coefficients aA/R

and bA/R, the following traces can be considered:
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1
4

tr
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�
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−
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−
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LA/R
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��
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(4.39a)

1
4

tr
�

/uΣA/R
ffv (p)

�

=
D− 2

4
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(4π)d/2
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Γ
�

d
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∞
∫
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�

1+ 2 fB(|~k|)
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�

1
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p0 − |~p| ∓ iε

−
1

2 |~p|
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+ −

p0

2 |~p| |~k|
LA/R
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−
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1− 2 fF (|~k|)
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1
|~p|

ln
p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

−
1

2 |~p|
LA/R
+

��

. (4.39b)

The first trace exhibits the same behavior as scalar expressions that have been investigated before.

However, the second trace incorporates additional features: So far, there was always a term

present which was ∼ |~k|d−2 with no further dependence on the external momentum p. This

term then provided the dominant contribution in the limit p0, |~p| → 0, which is the reason for

the scalar thermal self energy being independent of p in the HTL approximation. In the case of

(4.39b), the leading term is also ∼ |~k|d−2, but depends logarithmically on p. Therefore, one might

already anticipate a more complicated behavior for the dressed lepton propagator. Another new

aspect is a term ∼ LA/R
+ which is plotted in Figure 4.4. It can be expanded in the same domains as

LA/R
− in (4.23a)–(4.23d).

lim
p+→0
p−→0

LA/R
+ = lim

p+→0
p−→0

�

±2iε
p+ − p−
|~k|2 + ε2

+O

�

p2
+

|~k|2
,

p2
−

|~k|2

��

(4.40a)
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p−→∞

LA/R
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�
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∓ 2iε

�

1
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+

,
|~k|2
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��

(4.40b)

lim
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LA/R
+ = lim
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p−→∞

�

ln

�

±
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�

+ ln
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∓
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(4.40c)

lim
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p−→0

LA/R
+ = lim

p+→∞
p−→0

�

ln

�

±
p+

|~k| − iε

�

+ ln

�

∓
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|~k|+ iε

�

∓2iε
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1
p+
+

p−
|~k|2 + ε2

�

+O

�

|~k|2

p2
+

,
p2
−

|~k|2

��

(4.40d)

Looking at (4.40a), LA/R
+ is subleading in the HTL limit. For D = 4 and d = 3 (spatial) dimensions,

the thermal integrand is again regulated by the presence of bosonic and fermionic distribution

functions. Keeping only the thermal part, the remaining dominant contributions are
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Figure 4.4: Real (left) and imaginary (right) part of the logarithmic function LA
+ for finite ε. Poles from zeros in

numerators and denominators are marked in red and joined pairwise by discontinuity cuts that can be seen as a
jump in the imaginary part. The integration contour (black) does not encounter such a discontinuity as long as ε is
kept finite.

1
4

tr
�

/pΣ
A/R
ffv (p)

�

=
1
8

C g2 T 2 + [non-thermal parts] (4.41a)

1
4

tr
�

/uΣA/R
ffv (p)

�

=
1

16
C g2 T 2 1

|~p|
ln

p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

+ [non-thermal parts] (4.41b)

These results can be compared with the general ansatz for the self energy in (4.38), resulting in

two equations from which the coefficients aA/R
ffv and bA/R

ffv are obtained:

aA/R
ffv =

1
8

C g2 T 2

|~p|2

�

1−
p0

2 |~p|
ln

p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

�

, (4.42a)

bA/R
ffv = −

1
8

C g2 T 2

|~p|2

�

p0 −
p2

2 |~p|
ln

p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

�

. (4.42b)

The same quadratic dependence on the temperature T that was already found in the discussion

on scalars is also present for fermions. Due to the dependence on the external momentum p

however, the shift of the poles and the residues in the dressed propagator are more complicated

and one cannot identify the factor C g2 T 2/8 as a mass term in the same way as for scalars. As is

customary, the shorthand m2
th(T ) will still be used for this prefactor, however, one should bear in

mind that this is not the mass associated with the fermion in the plasma.

4.3.2 Contributions from Scalars

Before the dressed lepton propagator can be evaluated, the leading order diagrams with a scalar

in the loop are also needed. Couplings between leptons and scalars were already investigated for

the fermionic contribution to the scalar self energy in (4.29). Here, the needed diagram is of the

form
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Σffs(p) =
p p+ k p

k

= i h2
`

∫

dDk
(2π)D

D(k)S(p+ k). (4.43)

This structure is very similar to (4.36), lacking only the Dirac matrices from the couplings. Thus,

one can immediately obtain the result by taking (4.37), replacing (D − 2)/2 C g2 → h†
`
h` and

then retrace the rest of the computation. Thus, apart from numerical prefactors and couplings,

the contribution is the same.

4.3.3 Full thermal Self Energy and dressed Propagator

Putting together the coefficients aA/R and bA/R from the vector and scalar diagrams and inserting

the Casimirs C for the SM (see Table 4.1), one finds

aA/R =
m2
`
(T )

|~p|2

�

1−
p0

2 |~p|
ln

p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

�

, (4.44)

bA/R = −
m2
`
(T )

|~p|2

�

p0 −
p2

2 |~p|
ln

p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

�

, (4.45)

with the thermal mass

m2
`(T ) =

�

3
32

g2
L +

1
32

g2
Y +

1
16

h2
`

�

T 2. (4.46)

Putting (4.44) and (4.45) into (4.38) then gives the full thermal self energy for left-handed

leptons in the SM to leading order in the couplings. The next step is the computation of the

dressed propagator by inserting the self energy according to (4.2). Herein, the inverse of the

bare propagator (SA/R)−1(p) = /p is used:

iSA/R?(p) =
i

(1+ aA/R) /p+ bA/R /u
. (4.47)

Expanding the fraction with another factor of the denominator, one can decompose the above

expression into two separate parts that have a physical interpretation [34]:

iSA/R?(p) =
p p

=
i
2
∆

A/R
+

�

γ0 −
~p
|~p|
~γ

�

+
i
2
∆

A/R
−

�

γ0 +
~p
|~p|
~γ

�

, (4.48)

where
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∆±
A/R =

�

p0 ∓ |~p| ∓
m2
`

|~p|
±

m2
`

2|~p|2
�

p0 ∓ |~p|
�

ln
p0 + |~p| ∓ iε
p0 − |~p| ∓ iε

�−1

(4.49)

are the denominators for the two terms that make up the full effective propagator. In these

functions, various signs depend on either the propagator being advanced or retarded, or the

index ± of the denominator. In order to avoid ambiguities, these signs have been color coded

with red implying that the sign depends on the distinction advanced/retarded and blue for the

index ±. Physically, the two terms that make up SA/R? in (4.48) propagate different fermionic

helicity modes: The eigenstates to γ0 − ~k~γ/|~k| have helicity −1, such that their ratio of helicity

over chirality is +1, hence the subscript on the denominator ∆+. This is also the helicity over

chirality ratio of massless Dirac fermions at zero temperature. On the other hand, γ0+~k~γ/|~k| has

eigenstates with helicity +1, so here, the ratio for the propagated mode is−1, again corresponding

to the index of the denominator∆−. Note that this ratio is a sensible quantity to consider, because

the dressed propagator SA/R? does not brake chirality

�

SA/R?,γ5

	

= 0 (4.50)

unlike a zero temperature massive fermion propagator. Thus, one finds that at non-zero tempera-

ture a new fermionic mode can be populated. These new states are presumably excitations of

the thermal plasma, commonly referred to as plasminos∗ in the literature [36]. The dispersion

relations for these two fermionic modes are obtained from the position of the polesω± in∆A/R
± . A

closed expression solving the equation (∆A/R
± was found in [35] by using the Lambert W function.

Neglecting the ε shift for a moment and defining a shorthand

x± =
p0 ± |~p|
p0 ∓ |~p|

(4.51)

allows to write the pole equation for ∆± as

m2
`

|~p|
1

x± − 1

�

2
|~p|2

m2
`

− x± + 1+ ln x±

�

= 0. (4.52)

If x± = 1, the prefactor diverges. However, this is only possible for |~p|= 0 and by excluding this

case, one can concentrate on the factor in brackets. Applying yet another shorthand

y = 2
|~p|2

m2
`

+ 1, (4.53)

rearranging and raising to powers both sides gives the identity

−e−y = −x± e−x± , (4.54)

∗in analogy to the bosonic plasmon excitations in solid state physics
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Figure 4.5: The two branches W0 and W−1 of the Lambert W function that is defined as the inverse of f (x) = x ex .
The branching point lies at (−1/e,−1).

which is satisfied by the Lambert W function, defined as the inverse of f (x) = x ex , W (x) =
f −1(x). Note that f has a minimum at x = −1, f (−1) = 1/e, such that W has two branches.

These are denoted by subscripts 0 and −1

W0(x) ∈ [−1,∞) for x ∈
�

−
1
e

,∞
�

, (4.55a)

W−1(x) ∈ (−∞,−1] for x ∈
�

−
1
e

,0
�

, (4.55b)

as depicted in Figure 4.5. These two branches of W correspond to two solutions for xpm and

consequently to the poles of ∆±. In order to assign them correctly, one might consider the limit

T → 0, where the dispersion of a massless particle should be recovered for ∆+ as the thermal

mass m`→ 0 in this case. The latter implies y →∞ for non-vanishing momenta |~p| 6= 0 as can

be seen in (4.53) and so the left hand side of (4.54) goes to zero. On the other hand, x+→∞ if

the massless dispersion relation p0 = |~p| is enforced, identifying W−1 as the branch that holds the

solution to x+. Resolving the shorthands x±, y and solving for the poles ω±, one arrives at the

dispersions for the two modes

ω+ = |~p|
W−1

h

−exp
�

− |~p|
2

2m2
`

− 1
�i

− 1

W−1

h

−exp
�

− |~p|
2

2m2
`

− 1
�i

+ 1
, (4.56a)

ω− = −|~p|
W0

h

−exp
�

− |~p|
2

2m2
`

− 1
�i

− 1

W0

h

−exp
�

− |~p|
2

2m2
`

− 1
�i

+ 1
. (4.56b)

Note that earlier, |~p|= 0 was excluded in the derivation of the dispersion relations and for the

sake of completeness, it should be checked if this point is correctly represented in (4.56a) and
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Figure 4.6: Dispersion relation for the two fermionic modes found in the dressed lepton propagator (4.48). In
blue is the dispersion ω+ for the mode with positive ratio of helicity over chirality, in orange is ω− for negative
ratio of helicity over chirality. For comparison and as a guide for the eye, the dispersions of a particle with mass m`
(black, dashed) and for a massless particle (black, dotted) are also shown.

(4.56b). The denominators show the asymptotic behavior

lim
|~p|→0

∆−1
± = p0 −

m2
`

p0
, (4.57)

revealing that ω± = m` in this case as is already correctly included in the found solution that

is depicted in Figure 4.6. One can see how both modes start out just like one would expect

for a massive particle with mass m`. However, the two modes split, ω+ exceeding the normal

massive dispersion, while ω− falls below and even has a negative slope for small |~p| before it

asymptotically approaches the dispersion of massless particle.

For p0 ≥ 0 the poles of ∆± are now known to be ω±, but how about p0 < 0? Looking back at

how the dispersion was derived, substituting p0→−p0 corresponds to x±→ x∓, revealing that

the solutions are switched on the negative side of the p0-axis:

p0 =

(

±ω± for ∆+

±ω∓ for ∆−

)

for p0 ≷ 0. (4.58)

Finally, the shift of the poles away from the real axis by the ε terms in the logarithms shall be

investigated. For this reason, one may examine the linear dependence of the denominators on ε

around ε = 0:
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Figure 4.7: The effective mass m± as a function of the three-momentum |~p|. In blue is the equivalent mass for the
fermion mode with positive ratio of helicity over chirality, in orange for negative ratio of helicity over chirality.

�

∆±
A/R
�−1

= p0 ∓ |~p| ∓
m2
`

|~p|
±

m2
`
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ln
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±|~p| (p0 ± |~p|)
ε +O(ε2).

(4.59)

Now, the direction of the shift can be obtained from expanding ∆± at ε = 0 around the poles ω±.

This is done for the pole on the positive and the negative real axis respectively:

�

∆±
A/R
�−1

=

�

2
m2
`

m±2

�

p0 −ω±
�

+O
�

(p0)2
�

�

± i
m2
`

±|~p| (p0 ± |~p|)
ε +O(ε2), (4.60a)

�

∆±
A/R
�−1

=

�

2
m2
`

m∓2

�

p0 +ω∓
�

+O
�

(p0)2
�

�

± i
m2
`

±|~p| (p0 ± |~p|)
ε +O(ε2). (4.60b)

Above, (4.60a) represents the expansion around the positive pole and (4.60b) around the negative

one. In the prefactor of the linear term in p0, the effective mass m± was introduced which is

defined as

m2
± = ω2

± − |~p|
2, (4.61)

so it can be viewed as the momentum dependent equivalent of a mass term that would appear

in a normal dispersion relation of a massive particle. Figure 4.7 shows m± as a function of the

three-momentum |~p|. While m− asymptotically goes to zero for large momenta, it is still always

positive and the same is obviously true for m+, so m2
± > 0. Now, equating (4.60a) and (4.60b)

with zero and solving for p0, one can directly infer the direction of the shift
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Figure 4.8: Poles and discontinuities of the denominator functions ∆A/R
± including a finite ε-shift in imaginary

direction. Shown is the absolute value, where both discontinuities and poles are visible at the same time.

∆±
A/R : p0 = ω± ∓ i

m±
2

±2|~p| (ω± ± |~p|)
ε for p0 > 0, (4.62a)

∆±
A/R : p0 = −ω∓ ∓ i

m∓
2

∓2|~p| (ω∓ ± |~p|)
ε for p0 < 0. (4.62b)

The direction of the shift is explicitly given by the combination of the signs above, as all expres-

sions that appear are positive, including the term ω± ± |~p| in brackets. In Figure 4.8, an arbitrary

value was assigned to |~p| in order to visualize the shifts from the real axis.

Studying the expansions around the poles (4.60a) and (4.60b) does not only provide insights

into the direction of the shift, but also reveals the residues of the poles in ∆A/R
± as

res
p0=ω±

∆±
A/R =

m±
2

2m2
`

, (4.63a)

res
p0=−ω∓

∆±
A/R =

m∓
2

2m2
`

. (4.63b)
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Figure 4.8 does not only show the poles in the complex p0-plane, but also branch cuts from

−|~p| to |~p| either above or below the real axis, in case of the advanced or retarded denominator

∆A or ∆R respectively. Those can be traced back to the logarithm that appears in (4.49). For

p0 ∈ [−|~p|, |~p|], this logarithm has a discontinuity of −2πi going from infinitesimally above the

cut to infinitesimally below it. Based on that, the discontinuity can be calculated as

disc∆±
A/R = 4πiθ (−p2)Ξ± + [poles], (4.64)

where

Ξ± = ±

|~p|2

m2
`

1
p0∓|~p|

�

±2 |~p|
2
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− 2 |~p|
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p0−|~p|

��

±2 |~p|
2

m2
`

− 2 |~p|
p0∓|~p| + 2πi+ ln p0+|~p|

p0−|~p|

� . (4.65)

Poles of the propagator enter as well into the discontinuity, but as the residues were already

obtained in (4.63a) and (4.63b), they are not written explicitly here. Note that the discontinuities

are calculated by always going from above to below the cut and hence always come with the

same overall sign, independent of whether the function is advanced or retarded. In an actual

loop integral, p0 will be integrated along the real axis, so that the contour will be above the

discontinuity for an advanced propagator and below for a retarded one. The cut itself represents

a continuous spectrum, originating from the interaction between the propagated fermion mode

and the particles in the plasma that were considered in the self energy.

Finally, the statistical dressed lepton propagator iSF? is obtained in analogy to the scalar case by

replacing 1+ 2 fB → 1− 2 fF in (4.8a). The difference of retarded and advanced propagator is

very similar to the discontinuity calculated before:

iSF?(p) =
p p

=

�

−
�

γ0 −
~p
|~p|
~γ

�

�

πδ(p0 −ω+)
m2
+

2m2
`

+πδ(p0 +ω−)
m2
−

2m2
`

+ 2π sgn(p0)θ (−p2)Ξ+

�

+
�

γ0 +
~p
|~p|
~γ

�

�

πδ(p0 −ω−)
m2
−

2m2
`

+πδ(p0 +ω+)
m2
+

2m2
`

+ 2π sgn(p0)θ (−p2)Ξ−

��

�

1− 2 fF (|p0|)
�

. (4.66)

The thorough discussion of the dressed propagators, the position of their poles and discontinuities

in the complex p0-plane and the associated residues facilitates the analytic calculation of integrals

over the zero-component of a loop-momentum containing dressed propagators. This will be very

important in the next section.
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4.4 Neutrino Self Energy

Finally, the building blocks that were computed in the previous sections are to be assembled into

the self energy of neutrinos in the νMSM. Due to the minimal coupling between the Majorana

fields N and the SM particle content, only one type of diagram enters the calculation at leading

order: A loop consisting of one lepton and one Higgs propagator, analogous to the contribution

that was already discussed for the SM leptons. There arises however an additional contribution,

originating from the additional Majorana propagators. Thus, one obtains for the self energy [5]

Σ(p) =
p p+ k p

k

+
p

k

p+ k p

= i
�

h†h PL + hT h∗ PR

�

∫

dDk
(2π)D

D(k)S(p+ k). (4.67)

In the second diagram, the momenta point in the same direction along the lines as they do in

the first one. As was already the case for the leptons, two four vectors p and u can be used to

construct an expression that transforms properly under Lorentz transformations as in (4.38):

ΣA/R(p) = /p
�

PL aA/R
L + PR aA/R

R

�

+ /u
�

PL bA/R
L + PR bA/R

R

�

. (4.68)

Here, the superscript A/R refers to advanced and retarded objects as usual, whereas the subscript

L/R denotes right- and left chiral parts. The evaluation of the coefficients now depends on

the external momentum: For hard p0, |~p| ¦ T , the bare propagators can be used. Then, the

computation of the self-energy is carried out in analogy to the SM leptons, with the difference that

the logarithms appearing in the momentum integrals must be approximated for hard external

momentum scales. The leading contributions to LA/R
± in this domain have already been given in

(4.23b)–(4.23c) and (4.40b)–(4.40c). It was laid out how these terms depend on three scales:

The spatial loop momentum |~k|, as well as the two external scales p± = (p0 ± |~p|)/2. Having a

hard external momentum can mean that either both p± are hard or just one of the two, if p0 and

|~p| are much larger as the temperature but take on comparable absolute values.

In this limit p±� T , the logarithms in the loop integral give sizable contributions to the thermal

loop integral and the traces of the self-energy are found to be

1
4

tr
�

PL /pΣ
A/R(p)

�

=
7

24
h†

N hN T 2, (4.69a)

1
4

tr
�

PR /pΣ
A/R(p)

�

=
7

24
hT

N h∗N T 2, (4.69b)
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1
4

tr
�

PL /uΣ
A/R(p)

�

=
1
6

h†
N hN

p0

p2
T 2, (4.69c)

1
4

tr
�

PR /uΣ
A/R(p)

�

=
1
6

hT
N h∗N

p0

p2
T 2. (4.69d)

Upon solving the system of equations for the coefficients aA/R
L/R and bA/R

L/R, one obtains

aA/R
L =

1
24

h†
N hN

T 2

|~p|2

�

7− 4
(p0)2

p2

�

, (4.70a)

aA/R
R =

1
24

hT
N h∗N

T 2

|~p|2

�

7− 4
(p0)2

p2

�

, (4.70b)

bA/R
L = −

1
8

h†
N hN

T 2

|~p|2
p0, (4.70c)

bA/R
R = −

1
8

hT
N h∗N

T 2

|~p|2
p0. (4.70d)

Interestingly, logarithmic dependencies on the external momentum do contribute in the loop

integral but cancel each other in this domain of the approximation.

The second case, where one of the two external scales p+ or p− is hard, but the other one is

soft, gives a different picture. The corresponding expansions of the logarithmic term LA/R
+ in the

loop integral give leading logarithmic dependencies on the loop momentum ∼ |~k| ln(|~k|/p±).
Therefore, the leading contributions to the traces are of the form

∞
∫

0

d|~k| |~k| ln
|~k|
p±

fB(|~k|) =
π2

6
T 2
�

1− 12 ln A+ ln
2π T
p±

�

, (4.71a)

∞
∫

0

d|~k| |~k| ln
|~k|
p±

fF (|~k|) =
π2

12
T 2
�

1− 12 ln A+ ln
4π T
p±

�

, (4.71b)

where A≈ 1.28243 is the Glaisher-Kinkelin constant that appears for example in the derivative

of the Riemann ζ-function. Keeping the leading terms in the temperature, the traces are

1
4

tr
�

PL /pΣ
A/R(p)

�

=
1
8

h†
N hN T 2

�

1∓
2
3

p2

|~p| (p0 ± |~p|)

�

(4.72a)

1
4

tr
�

PR /pΣ
A/R(p)

�

=
1
8

hT
N h∗N T 2

�

1∓
2
3

p2

|~p| (p0 ± |~p|)

�

(4.72b)

1
4

tr
�

PL /uΣ
A/R(p)

�

= ±
1

16
h†

N hN T 2 1
|~p|

�

1+
ln 2
3
− 12 ln A−

4
3

p0

p0 ± |~p|
+ ln

±4π T
p0 ∓ |~p| ∓ iε

�

(4.72c)

1
4

tr
�

PR /uΣ
A/R(p)

�

= ±
1

16
hT

N h∗N T 2 1
|~p|

�

1+
ln 2
3
− 12 ln A−

4
3

p0

p0 ± |~p|
+ ln

±4π T
p0 ∓ |~p| ∓ iε

�

(4.72d)
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Here, the color coding of signs is use to disambiguate between the two cases of advanced and

retarded functions (red), as well as between the two domains of approximation (p±� T )∧(p∓�
T ) (blue). As usual, the coefficient functions aA/R

L/R and bA/R
L/R are obtained:

aA/R
L =

1
8

h†
N hN

T 2

|~p|2

�

1∓
1
2

�

1+
ln2
3
− 12 ln A+ ln

±4π T
p0 ∓ |~p| ∓ iε

�

p0

|~p|
±

2
3
|~p|

p0 ± |~p|

�

(4.73a)

aA/R
R =

1
8

hT
N h∗N

T 2

|~p|2

�

1∓
1
2

�

1+
ln2
3
− 12 ln A+ ln

±4π T
p0 ∓ |~p| ∓ iε

�

p0

|~p|
±

2
3
|~p|

p0 ± |~p|

�

(4.73b)

bA/R
L = −

1
8

h†
N hN

T 2

|~p|2

�

p0 ∓
1
2

�

1+
ln 2
3
− 12 ln A+ ln

±4π T
p0 ∓ |~p| ∓ iε

�

p2

|~p|

�

(4.73c)

bA/R
R = −

1
8

hT
N h∗N

T 2

|~p|2

�

p0 ∓
1
2

�

1+
ln 2
3
− 12 ln A+ ln

±4π T
p0 ∓ |~p| ∓ iε

�

p2

|~p|

�

(4.73d)

An important result is the changed dependence on temperature in this domain of mixed mo-

mentum scales. Where up to now, the self-energy was O(T 2), here, an additional dependence

O(T 2 ln T ) appears in the approximation. These logarithms are large as they contain the ratio of

temperature over the soft momentum scale T/p∓� 1.

In the last domain p0, |~p| � T , dressed propagators are needed in order to capture all contribu-

tions to a fixed order of the Yukawas hN in the perturbative expansion. These propagators have

been computed above and are now substituted into the self-energy integral

ΣA/R(p) =
i
2

�

h†
N hN PL + hT

N h∗N PR

�

∫

dDk
(2π)D

�

DF?(k)SA/R?(p+ k)+DR/A?(k)SF?(p+ k)

+ DA?(k) SA?(p+ k) +DR?(k) SR?(p+ k)
�

.

(4.74)

When the dressed propagators are inserted above, the integrand becomes a long and complicated

expression. For this reason, it is divided into four additive parts that are discussed separately below.

The first part is simply given by the first summand DF?(k)SA/R?(p + k) of the integrand. The

statistical Higgs-propagator features a δ-distribution that renders the k0-integration trivial:
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∫

dDk
(2π)D

DF?(k)SA/R?(p+ k) =

= −
i
4

∫

dd~k
(2π)d

1

ωφ(|~k|)

�

1+ 2 fB[ωφ(|~k|)]
�

�

�

∆
A/R
+ (p

0 +ωφ(|~k|), |~p+ ~k|) +∆
A/R
+ (p

0 −ωφ(|~k|), |~p+ ~k|)
�

�

γ0 −
~p+ ~k

|~p+ ~k|
~γ

�

+

�

∆
A/R
− (p

0 +ωφ(|~k|), |~p+ ~k|) +∆
A/R
− (p

0 −ωφ(|~k|), |~p+ ~k|)
�

�

γ0 +
~p+ ~k

|~p+ ~k|
~γ

��

.

(4.75)

The shorthand ωφ denotes the quasi on-shell energy of the Higgs with thermal mass mφ(T ) at

which which the zero-component of the loop momentum is fixed by the δ-distribution

ωφ(|~k|) =
r

m2
φ
(T ) + |~k|2. (4.76)

At this point, problems start to emerge that will also recur in most of the other parts of the

self-energy integral. The poles and discontinuity of the denominators ∆A/R
± were discussed at

great lengths in the previous section. The associated residues and discontinuity determine the

value of the above integral. Finding the poles for the spatial momentum |~k| means solving the

equations

p0 +ωφ(|~k|) = ±ω±(|~p+ ~k|), (4.77a)

p0 −ωφ(|~k|) = ±ω±(|~p+ ~k|), (4.77b)

p0 +ωφ(|~k|) = ±ω∓(|~p+ ~k|), (4.77c)

p0 −ωφ(|~k|) = ±ω∓(|~p+ ~k|) (4.77d)

for the four denominators in (4.75) respectively. For these, there is no analytic solution, so they

need to be found numerically. Depending on the point (p0, |~p|) in momentum space and the two

masses m` and mφ , large cancellations can occur. Thus, while the overall concept of how to

approach this integral is clear, the detailed implementation of an algorithm that works out the

numerical integration for the spatial components is non-trivial. Pretending the position of the

poles were known, one could compute the principal value of the integral numerically and add

the missing residues from the shifted poles by hand. It turns out that the exact same issue occurs

in two other parts of the self-energy.

For the second part, the contributions from poles to the lepton statistical propagator in

DR/A?(k)SF?(p+ k) are considered. These also feature δ-distributions and the k0-integration can

again be performed:
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∫

dDk
(2π)D

DR/A?(k)SF?(p+ k)

�

�

�

�
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=

i
4

∫
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(2π)d

��
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~p+ ~k

|~p+ ~k|
~γ

�

�

m2
+(|~p+ ~k|)
m2
`
(T )

1− 2 fF [ω+(|~p+ ~k|)]
[p0 −ω+(|~p+ ~k|)]2 −ω2

φ
(|~k|)∓ i sgn[p0 −ω+(|~p+ ~k|)]ε

+

m2
−(|~p+ ~k|)
m2
`
(T )

1− 2 fF [ω−(|~p+ ~k|)]
[p0 +ω−(|~p+ ~k|)]2 −ω2

φ
(|~k|)∓ i sgn[p0 +ω−(|~p+ ~k|)]ε

�

−

�

γ0 +
~p+ ~k

|~p+ ~k|
~γ

�

�

m2
−(|~p+ ~k|)
m2
`
(T )

1− 2 fF [ω−(|~p+ ~k|)]
[p0 −ω−(|~p+ ~k|)]2 −ω2

φ
(|~k|)∓ i sgn[p0 −ω−(|~p+ ~k|)]ε

+

m2
+(|~p+ ~k|)
m2
`
(T )

1− 2 fF [ω+(|~p+ ~k|)]
[p0 +ω+(|~p+ ~k|)]2 −ω2

φ
(|~k|)∓ i sgn[p0 +ω+(|~p+ ~k|)]ε

��

. (4.78)

This integrand has the same poles and residues as the first part, leaving aside the different thermal

distributions fB and fF . Hence, the same problem occurs that was already pointed out for the

first part.

In the third part of the integral, the discontinuity in the statistical lepton propagator is taken into

account. Here, a picture different from the two situations before emerges, as the integration over

k0 is not composed of measure zero contributions from δ-distributions, but instead spans over a

continuous integrand in the finite region of the discontinuity jump:

∫

dDk
(2π)D

DR/A?(k)SF?(p+ k)

�

�

�

�

disc.

=

= i

∫

dd~k
(2π)d

−p0+|~p+~k|
∫

−p0−|~p+~k|

dk0

2π

��

γ0 −
~p+ ~k

|~p+ ~k|
~γ

�

Ξ+(p+ k)−
�

γ0 +
~p+ ~k

|~p+ ~k|
~γ

�

Ξ−(p+ k)

�

1− 2 fF (p0 + k0)

(k0)2 −ω2
φ
(|~k|)± i sgn(k0)ε

. (4.79)

In an attempt to solve the k0 integral analytically, one could multiply the above integrand by a

logarithmic term

1
2π i

ln
k0 + p0 − |~p+ ~k|
k0 + p0 + |~p+ ~k|

,

which has a discontinuity of 1 along the original integration contour (c.f. Appendix A). Then,
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the integral can be obtained by instead encircle this new discontinuity. One can then add up all

residues exterior to the encircled cut. This method has been used in the calculations in the previ-

ous sections to perform finite interval integrations with great success. However, in all previous

cases, the integration variable did not appear in the argument of the thermal distributions fB or

fF , which k0 of course does. The problem at this point is the infinite number of 1/k0 singularities

these distributions have along the imaginary axis. Hence, one obtains an infinite sum of residues

that also contain the complicated functions Ξ±. Thus, the k0-integration should also be attempted

numerically.

The fourth and last part is not proportional to a thermal distribution function and therefore

does not contribute to the thermal part of the self-energy. It is still given here for the sake of

completeness and in order to point out an interesting feature of the dressed propagators:

∫

dDk
(2π)D

�

DA?(k)SA?(p+ k) + DR? SR?(p+ k)
�

=

=

∫

dd~k
(2π)d

1

ωφ(|~k|)

m2
+(|~p+ ~k|)
m2
`
(T )

��

γ0 −
~p+ ~k

|~p+ ~k|
~γ

�

�

−πδ[ω+(|~p+ ~k|)− p0 +ωφ(|~k|)]

+πδ[ω+(|~p+ ~k|)− p0 −ωφ(|~k|)]
�

+

�

γ0 +
~p+ ~k

|~p+ ~k|
~γ

�

�

−πδ[−ω+(|~p+ ~k|)− p0 +ωφ(|~k|)]

+πδ[−ω+(|~p+ ~k|)− p0 −ωφ(|~k|)]
�

�

. (4.80)

This result is unexpected, since in the case of bare propagators, one is used to products of

exclusively advanced or retarded propagators vanishing in a loop integral because all of their

poles are situated at the same side of the real axis. This property is lost in the resummed fermion

propagator, where - as shown in in Figure 4.8 - at least one pole is always present in each, the

lower and upper half of the complex plane. To the knowledge of the author, this feature is

undocumented in the literature. The form of the above integral after the k0-integration depends

on where the contour is closed in the complex plane. Here, an effort was made to avoid picking

up contributions from the discontinuity, which results in a somewhat asymmetric expression that

only contains ω+ but no ω−.

Implementing a numeric algorithm for the above integrals will be a task for future studies. The

problems that arise in such a study have been outlined above. While a general method that solves

for the positions of the poles in the spatial momentum integrals has to deal with potentially large

cancellations over many orders of magnitude, these problems should in principle be resolvable.

A thorough examination of the self-energy, based on the results that are presented here, will

give insights into the size of contributions e.g. from the plasmino mode in the dressed fermion

propagator.
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Summary and Outlook

In this work, a review on the concepts of thermal Quantum Field Theory was presented. It was

shown, how Feynman rules are derived in the context of the Closed Time Path formalism, where

field operators live on two distinct contours C+ and C− in complex time along the real axis. This

implies a doubling of the degrees of freedom and one obtains two systems: one that is defined

along C+ with operators ordered chronologically in the conventional way and one on C−, where

operators are ordered anti-chronologically. These two systems are coupled at finite temperature

by thermal propagators. At zero temperature, these propagators go to zero, the two systems

decouple and one obtains the zero temperature QFT from the fields on C+. Naively, this leads

to four propagators at finite temperature for every propagator at zero temperature. Later in

this work, it has been shown that relations between these propagators exist. An alternative

representation of the theory exploits one such relation to reduce the number of propagators to

three: an advanced, a retarded and a statistical one. Also, gauge theories at finite temperatures

have been considered. A naive definition of the partition function seems to indicate that BRST

symmetry breaks down at finite temperature due to inconsistencies in the Kubo-Martin-Schwinger

boundary conditions for the Faddeev-Popov ghosts. These issues can be cured by including an

additional ghost number operator into the partition function that does not alter contributions

from physical states.

In the νMSM, n right-handed neutrinos are added to the matter content of the SM. These new

fields are singlets under all SM gauge groups and therefore, can be obtained as the right chiral

components of Majorana fields. They interact with the SM via Yukawa couplings to the Higgs

and left-handed leptons. Complex phases in these Yukawas provide sources of C P violation and

it has been argued in the literature, that models with at least three generations of right-handed

neutrinos can account for the baryon asymmetry of the universe via the mechanism of lepto-

genesis, while also giving a candidate for dark matter. The oscillations of active neutrinos are

accounted for via the Seesaw I mechanism. These possibilities make the νMSM a promising

model for answering many questions simultaneously that point to physics beyond the SM.

The main part of this work was the self-consistent computation of self-energies at finite temper-

ature within the νMSM. In the early 90s, Braaten and Pisarski have pointed out that thermal
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propagators need to be resummed for soft external momenta in order to obtain results that are

complete to a given order in perturbation theory. These resummed propagators were computed

for the Higgs and SM leptons which appear in leading order self-energy diagrams for the right-

handed neutrinos. For scalars, one finds that the self-energy insertions act as a mass-squared term

m2
φ
∼ T 2 that simply shifts the poles in the corresponding propagators. Care must be taken if

one wishes to extend the resummation scheme towards hard external momenta. In this case, the

so-called Hard Thermal Loop approximation is no longer valid and a detailed computation shows

that the thermal masses also depend on the external momentum. For fermions, the resummed

propagators bear a rich phenomenology. In the limit of soft external momenta, one finds that at

finite temperature, a new fermionic mode with oposite helicity is populated. The corresponding

new states are interpreted as fermionic plasma excitations - the plasminos. Both fermionic

modes show dispersion relations that are different from typical massive or massless dispersions.

Although these dispersions can be interpreted as originating from momentum dependent masses,

the resummed propagators do not break chirality. For the neutrinos, analytic expressions were

obtained for the self-energies at hard external momenta. When inserting the dressed propagators

in the case of soft external momenta, the resulting integrals become much more complicated and

a numerical approach seems in place. This task could not be completed within this work and

may be attempted in the future, following the principle strategy that was developed above.

Further interesting challenges are the consistent extention of the resummation technique for

thermal propagators to hard external momenta. While the original argument of Braaten and

Pisarski indicates that corrections in this regime would be negligible, it would be interesting to

verify this explicitely. Especially the crossover region between soft and hard scales should be

further investigated. Finally, the self-energies can be used as input for numerical studies on the

evolution of baryon asymmetries in the universe.

66



Appendix A
Arbitrary Interval Integrals and the

Residue Theorem

In the calculation of self-energies, integrals over loop momenta have to be computed. In this

work, the integration over the spatial components is typically performed in spherical coordinates.

In the case where the external momentum does not appear inside the integrand, only the integral

over the absolute value of the loop momentum is non-trivial. However, scalar products between

external- and loop momentum are present in most cases and one has to deal with an additional

dependence on the angle between these two momenta. As an example, an integral that appears

in the computation of scalar self-energies ΠA
ssv in (4.20) is

∫

dDk
(2π)D

2πδ(k2)
�

1+ 2 fB(|k0|)
� (2p+ k)2 + (p− k)2

(p+ k)2 − i sgn(p0 + k0)ε

=
1
2

1
(4π)d/2

1

Γ
�

d
2

�

∞
∫

0

d|~k| |~k|d−2
�

1+ 2 fB(|~k|)
�

+1
∫

−1

dcosθ

�

5p2 + 2p0|~k| − 2|~p||~k| cosθ

p2 + 2p0|~k| − 2|~p||~k| cosθ − i sgn(p0 + |~k|)ε
+

5p2 − 2p0|~k| − 2|~p||~k| cosθ

p2 − 2p0|~k| − 2|~p||~k| cosθ − i sgn(p0 − |~k|)ε

�

(A.1)

The integrand features two poles that are shifted away from the integration contour by the ε-term

in the denominator.

cosθ =
1

2|~p||~k|

�

p2 ± 2p0|~k| − i sgn(p0 ± |~k|)ε
�

(A.2)

As long as ε is kept finite, the integral is well defined. A possibility to evaluate the integral over

cosθ is to insert a logarithmic factor into the integrand that is constructed in such a way that
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Figure A.1: Absolute values of the original integrand (left) and the integrand after the insertion of the logarithmic
term in (A.3). Shown in black is the integration contour from −1 to +1 for the original integral and the closed
contour after the insertion.

it features a discontinuity of 1 along the original contour, which in term is then replaced by a

closed path that clockwise encircles said discontinuity. The logarithmic term in question is

1
2π i

ln
cosθ − 1
cosθ + 1

(A.3)

The prescription for the integration contour is depicted in Figure A.1. After the insertion, the

value of the integral can be found in the residues that lie outside the encircled region. These

residues then also contain the logarithm, evaluated at the position of the poles, which is the

reason for the appearance of logarithms in the self-energies. For the example considered here,

one finds

2
1

(4π)d/2
1

Γ
�

d
2

�

∞
∫

0

d|~k| |~k|d−2
�

1+ fB(|~k|)
�

¨

1−
p2

2|~p||~k|

�

ln
|~k|+ 1

2 (p
0 + |~p| − iε)

|~k|+ 1
2 (p0 − |~p| − iε)

− ln
|~k| − 1

2 (p
0 + |~p| − iε)

|~k| − 1
2 (p0 − |~p| − iε)

�«

(A.4)

This is exactly the integral that is given in (4.21).
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