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Abstract

This thesis deals with the quantization of spin-2 particles by using the BRST formalism. First
the necessary notations and mathematical concepts are introduced, where the main focus
lies on the introduction of the BRST formalism. After this, spin-2 particles are discussed.
From the classical point of view, they can be described by the Fierz-Pauli action, which is
proven here. Subsequently, Stückelberg fields are used to introduce gauge invariances. These
allow, together with suitable gauge fixings, to perform a BRST quantization for the massive
case. The resulting vector space of physical states is isometric isomorphic to the space that is
generated by the classical polarizations. This is proven by using the quartet mechanism. An
analogous result arises for the massless case.

After this, a method is presented that allows to relate the algebraic structure of the BRST
transformations of the involved fields in the massive case to the one in the massless case.
Furthermore, some possible external sources for spin-2 particles are derived in such a way
that they are compatible with the BRST formalism. Some Slavnov-Taylor identities are also
derived and in addition it is shown that the introduced gauge invariances do not uniquely
determine the resulting action. Eventually, the relation between massless spin-2 fields and
gravity is derived.

Zusammenfassung

Die vorliegende Arbeit behandelt die Quantisierung von spin-2 Teilchen unter Verwendung
des BRST-Formalismus. Nach einer Einführung in die verwendeten Notationen und mathe-
matischen Konzepte, wobei der Schwerpunkt bei der Einführung des BRST-Formalismus an-
gesiedelt ist, werden spin-2 Teilchen diskutiert. Diese lassen sich klassisch durch die Fierz-
Pauli-Wirkung beschreiben, was hier bewiesen wird. Anschließend werden Stückelbergfelder
verwendet, um Eichinvarianzen einzuführen. Diese können zusammen mit geeigneten Eichfix-
ierungen benutzt werden, um eine BRST-Quantisierung für den massiven Fall durchzuführen.
Der resultierende Vektorraum der physikalischen Zustände ist isometrisch isomorph zum Vek-
torraum, welcher durch die klassischen Polarisationen generiert wird. Dies wird mittels des
Quartettmechanismus bewiesen. Ein analoges Resultat ergibt sich für den masselosen Fall.

Anschließend wird eine Methode vorgestellt, die es erlaubt die algebraische Struktur der
BRST-Transformationen der beteiligten Felder im massiven mit jener im masselosen Fall in
Bezug zu stellen. Weiterhin werden mögliche äußere Quellen für spin-2 Teilchen hergeleitet,
welche mit dem BRST-Formalismus verträglich sind. Des Weiteren werden einige Slavnov-
Taylor Identitäten hergeleitet und gezeigt, dass die eingeführten Eichinvarianzen die daraus
resultierende Wirkung nicht eindeutig festlegen. Schließlich wird die Beziehung zwischen mas-
selosen spin-2 Feldern und Gravitation hergeleitet.
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Chapter 1

Introduction

One of the most important concepts of theoretical physics are gauge theories. In classical field
theories gauge transformations originate from physical redundancies of a given field. To be
more precise, it is possible that not every configuration of a given field resembles a different
physical state. Gauge transformations turn field configurations into other field configurations
that represent the same state. Therefore, they can be performed without any worries that
the physical setup might be altered by them. This is a very powerful tool for solving the
equations of motion for the fields of interest. By fixing the gauge, one can introduce additional
differential equations, which the fields are supposed to adhere to, without restricting the set
of the physical states that can be described by the fields. The additional differential equations
eventually allow to simplify the equations of motion.

If the dynamics of a certain field is supposed to be given by an action, this action is usually
constructed in such a way that it is invariant under gauge transformations, since this ensures
that the corresponding equations of motion are gauge invariant as well.

This strategy plays a crucial role in particle physics. One can expand the action that de-
scribes the particles of ordinary matter (i.e. fermions) in such a way that it is invariant under
certain gauge transformations. This requires the introduction of gauge bosons. Prominent
examples are the photon, the W - and Z-bosons and the gluons. The corresponding new terms
in the action in particular describe the electromagnetic, weak and strong interactions respec-
tively. So it is possible to introduce interactions simply by demanding that the corresponding
action has to be gauge invariant. Consequently, the theory of elementary particles is basically
a gauge theory.

These statements clearly show that it is important to have a good understanding of quan-
tized gauge theories. However, the quantization of them turns out to be quite subtle, since the
vector space that is generated by the quantized fields usually contains unphysical states. For
example, it is possible that this space contains states with negative norm. For abelian gauge
theories, like U(1) in the photonic case, there is a chance to identify a subspace as the actual
physical space by introducing additional supplementary conditions, like the Gupta-Bleuler
condition. For the non-abelian case this is a more subtle problem, since it is not so easy to
find a subspace that is invariant under time evolution with this strategy, as pointed out in [3].

A very elegant way to solve this dilemma is given by the BRST formalism (Becchi, Rouet,
Stora and Tyutin). It was originally discovered as a by-product of the gauge fixing method of
Faddeev, Popov and De Witt and offers a very general strategy for a covariant quantization of
gauge theories. This BRST quantization comes with an explicit form of the space of physical
states and therefore allows to make very general statements about the properties it should have.

1



2 CHAPTER 1. INTRODUCTION

Furthermore, it offers a method that allows to derive identities among Green’s functions in a
very rigorous way. These identities are called Slavnov-Taylor identities. There is a very large
quantity of literature that deals with the BRST formalism and its applications. Concerning
this work, [3], [7], [8], [9], [10] [12], [13] and [17] shall be mentioned explicitly.

The BRST formalism is often applied to quantize spin-1 fields, since all the gauge bosons
that are observed in nature are particles with a spin of 1. For massless spin-1 fields the
formalism can be applied without any problems, but in the massive case the fields usually
do not offer gauge transformations. However, the existence of gauge transformations is vital
in order to perform the BRST quantization. Consequently, one has to to adapt the action
that describes the particles of interest in such a way that it is invariant under certain gauge
transformations.

Such adaptations are usually performed by applying the Higgs mechanism. However, this
approach requires an actual modification of the theory. A new field, the Higgs field, has
to be introduced, which interacts with the fields of interest. The masses of the fields are
then interpreted as a consequence of these interactions and the spontaneous breakdown of
symmetries. An introduction to these concepts can be found in [11].

It is possible to avoid this modification of the theory and still obtain the desired gauge
invariance by using the so-called Stückelberg trick instead of the Higgs mechanism. This
formalism also introduces new fields, but they do not carry any additional degrees of freedom.
Nevertheless, they can be used to introduce gauge transformations for massive spin-1 fields as
well. These gauge transformations then allow to apply the BRST formalism. This strategy for
a suitable BRST quantization of massive spin-1 fields is pursued in [7] and [13], for example.

However, the BRST formalism is not restricted to the spin-1 case. It is also possible to
treat spin-2 fields quantum-mechanically by using this formalism. In order to achieve an
advanced understanding of the method of BRST quanization, such cases with spins of higher
order certainly should not be neglected. Therefore, the BRST quantization of spin-2 fields is
discussed in this thesis.

In the literature, spin-2 particles are often treated in the context of gravity, as it is done
for example in [5]. The reason for that is the fact that the particles that cause gravitational
interactions are usually assumed to be massless spin-2 particles. So, from the physical point
of view, it is quite reasonable to work with spin-2 particles in this context. However, this
restriction is not necessary. It is also possible to treat spin-2 fields just as a certain type of
particle that gets its dynamics from a certain action, the so-called Fierz-Pauli action. This
approach is pursued in [6], for example. In this thesis, spin-2 particles are treated in this way,
too.

Just like in the spin-1 case, Stückelberg fields need to be introduced in order to obtain
matching gauge transformations for massive spin-2 particles. This is done in [5], for example.
The resulting adapted Fierz-Pauli action allows a BRST quantization of spin-2 fields. The
main goal of this work is to understand how the vector space of quantized spin-2 fields relates
to the polarizations of their classical analogs both in the massive and in the massless case.
Furthermore, possible couplings to external sources, which are compatible with the BRST
formalism, are derived.



Chapter 2

Mathematical Concepts

Before the actual mathematical analysis of spin-2 particles can be performed, it is necessary to
introduce the corresponding mathematical concepts. Especially the BRST formalism offers a
rigorousness and elegance in its formulation that deserves a closer look. However, the general
concepts of quantum field theory will not be presented here, since they are well-known. An
introduction to them can be found for example in [3], [12] and [16]. Furthermore, some results
from classical Lagrangian and Hamiltonian mechanics are needed to justify the Lagrangian
that is supposed to describe spin-2 particles. But first some notations, which will be used in
the following chapters, have to be presented.

2.1 Notations and Conventions
Initially, it is important to mention that all functions of any kind will be considered to be
sufficiently smooth, such that all the appearing derivatives are well-defined. The Dirac delta
distribution on RD, with D ∈ N, is usually denoted as

δ(D)(x). (2.1.1)

In this thesis, the dimension of the argument of the distribution will always be clear from the
context. Therefore, it will not be displayed explicitly, i.e. the convention

δ(D)(x) = δ(x) (2.1.2)

is used.

The complex conjugate of some parameter c is represented by c∗. The hermitian conjugate of
an operator a is denoted as a†.

Furthermore, note that gµν will always denote the metric tensor ηµν for a flat spacetime,
i.e.

gµν = ηµν =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, (2.1.3)

3



4 CHAPTER 2. MATHEMATICAL CONCEPTS

since this is the standard practice in particle physics. The only exception occurs in Section
7.3. Furthermore, the Einstein summation convention will be used. Greek indices run from 0
to 3 in this context. Latin indices, usually i, j, k, run from 1 to 3 in this context and refer to
spatial coordinates, if nothing different is mentioned.

Coordinates are written as lowercase Latin letters, usually x in position and p in momentum
space. The µ-th component of a coordinate x is denoted as xµ, i.e. coordinates are identified
with contravariant vectors in position and momentum space. If only the spatial elements of
a coordinate shall be considered, this is marked by using the corresponding bold letter. For
example x is the spatial part of x. In some cases, x0 will be denoted as t. A product of the
form xp always refers to the contraction of the two coordinates via the metric tensor, i.e.

xp = xµgµνp
ν = xµp

µ and in particular p2 = pµp
µ. (2.1.4)

In order to distinguish tensor fields from coordinates and to keep track of the rank of those
fields, their indices are stated explicitly. For example, Aµ represents the whole tensor Aµdxµ
as well as its µ-th component. What of the two cases is meant by Aµ will be either irrelevant or
clear from the context. A shift of the index Aµ 7−→ Aµ is always performed by the contraction
with the metric tensor:

Aµ = Aνg
µν . (2.1.5)

The trace of any tensor Kµν is abbreviated with K, i.e.

Kµνg
µν = Kµ

µ = K. (2.1.6)

In order to symmetrize a tensor, the notation

K(µν) = 1
2(Kµν +Kνµ) (2.1.7)

is used. Furthermore, no difference between column and row vectors will be made. In the
rare cases where a vector has to be explicitly written in its components, it will be written as
column vector. If it is mentioned in the text, it will be written as row vector in order to avoid
an unnecessary waste of space.

The time derivative ḟ of a function f refers to the derivative with respect to x0, i.e.

ḟ = d

dt
f = d

dx0f. (2.1.8)

A functional F [φa] is a mapping that maps fields or a set of fields φa to scalars or scalar
functions, i.e. functions of the form

f : φa(x) 7−→ f(x, φa(x), ∂rφa(x), ∂r∂lφa(x), ...). (2.1.9)

In this work these functions and scalars will always be real valued. The index a shall be
contained in a finite set of indices.

Let F be of the form

F [φa] =
∫
M

dDxf(x, φa(x), ∂rφa(x), ∂r∂lφa(x), ...), (2.1.10)



2.1. NOTATIONS AND CONVENTIONS 5

where f is a scalar function in x, φa and its derivatives of arbitrary order and M an open
subset of RD. The functional left derivative

δLF [φa]
δφa

: x 7−→ δLF [φa]
δφa(x) (2.1.11)

of F is defined as the function that satisfies the relation
d

dε

∣∣
ε=0F [φa + εya] =

∫
M

dDx
∑
b

yb(x)δLF [φa]
δφb(x) , (2.1.12)

for any field ya that vanishes at the boundary of M together with all its derivatives. In the
case of an unbounded M , yb is supposed to fall off sufficiently fast at infinity. The left hand
side of this definition is basically the derivative of F at φa in direction ya. Note that the
functional derivative is supposed to be the same type of function as the fields φa. So if the
φa are for example symmetric tensors, the functional derivative of F shall be chosen in such
a way that it is a symmetric tensor as well.

By using the special form of F , one can construct its functional derivative explicitly:

d

dε

∣∣
ε=0F [φa + εya]

=
∫
M

dDx
∑
a

(
ya
∂Lf

∂φa
+

D∑
r=1

∂rya
∂Lf

∂∂rφa
+

D∑
r,l=1

∂r∂lya
∂Lf

∂∂r∂lφa
+ ...

)
=
∫
M

dDx
∑
a

(
ya
∂Lf

∂φa
−

D∑
r=1

ya∂r
∂Lf

∂∂rφa
+

D∑
r,l=1

ya∂r∂l
∂Lf

∂∂r∂lφa
+ ...

)
,

(2.1.13)

where the method of partial integration has been used. Consequently, one gets

δLF

δφa
= ∂Lf

∂φa
−

D∑
r=1

∂r
∂Lf

∂∂rφa
+

D∑
r,l=1

∂r∂l
∂Lf

∂∂r∂lφa
+ ... . (2.1.14)

The partial left derivatives ∂L
∂φa

are defined in an analogous way as the functional left derivative:
Let g(φa) be a function of a field φa, then ∂L

∂φa
g is the function that satisfies

d

dε

∣∣
ε=0g(φa + εya) =

∑
b

yb
∂L
∂φb

g(φa) (2.1.15)

and is of the same type as the fields φa. The left derivatives that differentiate f with respect
to higher derivatives of φa are defined in the same way.

The notation left derivative refers to the fact that the test function ya is always multiplied
from the left to the corresponding derivatives. In an analogous way one can introduce a right
derivative. The distinction between left and right derivatives is irrelevant in the bosonic case,
but for fermionic fields (such as Faddeev-Popov ghosts), which anticommute, a difference in
the sign between left and right derivatives can occur. By keeping (2.1.12) in mind, it is easy
to verify that for a φτa, which depends on a scalar parameter τ , the chain rule

d

dτ
F [φτa] =

∫
M

dDx
∑
b

dφτb
dτ

δLF [φτa]
δφτb

(2.1.16)
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holds.

The function f(x, φa(x), ∂rφa(x), ...) itself is also a functional f [φa](x). It is possible to intro-
duce the functional left derivative for such functions as well. One wants to obtain a mapping
that satisfies

d

dε

∣∣
ε=0f [φa + εya](x) =

(∫
M

dDx′
∑
a

ya(x′)
δLf

δφa(x′)

)
(x), (2.1.17)

for all x ∈ M . So δLf
δφa

has to depend on two spacetime coordinates. Since this will allow to
formulate some expressions in a very compact way in Section 2.4, the notation

δLf

δφa(x′)
[φa](x) (2.1.18)

will be used for
d

dε

∣∣
ε=0f [φa + εya](x) =

∫
M

dDx′
∑
b

yb(x′)
δLf

δφb(x′)
[φa](x). (2.1.19)

The explicit form of δLf
δφa

can be obtained by writing f as an integral

f [φa](x) =
∫
M

dDx′δ(x− x′)f [φa](x′). (2.1.20)

This implies

d

dε

∣∣
ε=0f [φa + εya](x) =

∫
M

dDx′δ(x− x′) d
dε

∣∣
ε=0f [φa + εya](x′)

=
∫
M

dDx′δ(x− x′)
∑
b

(
yb(x′)

∂Lf

∂φb
[φa](x′) +

D∑
r=1

∂yb(x′)
∂x′r

∂Lf

∂∂rφb
[φa](x′) + ...

)
=
∫
M

dDx′
∑
b

yb(x′)
(
δ(x− x′)∂Lf

∂φb
[φa](x′)−

D∑
r=1

∂

∂x′r

(
δ(x− x′) ∂Lf

∂∂rφb
[φa](x′)

)
+ ...

)
(2.1.21)

and therefore

δLf

δφa(x′)
[φa](x) = δ(x− x′)∂Lf

∂φa
[φa](x′)−

D∑
r=1

∂

∂x′r

(
δ(x− x′) ∂Lf

∂∂rφa
[φa](x′)

)
+ ... . (2.1.22)

Note that δLf
δφa

is a distribution, since it contains delta distributions.

Remark The definition of the functional derivative of f , as presented above, somehow appears
to be ill-defined from a mathematical point of view, since it contains derivatives of the delta
distribution. The more elegant way to introduce such a concept would be to define δLf

δφa
simply

as the linear operator that is given by

δLf [φa]
δφa

: ya 7−→
d

dε

∣∣
ε=0f [φa + εya]. (2.1.23)
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In particular, this would eliminate the difference between left and right functional derivatives.
This and the subtleties with the delta distribution originate from the desire to identify the
functional derivative with a distribution that relates to the derivative of f in direction ya in
the way described in (2.1.19). If one interprets the integral over the product of two functionals
as a scalar product, this closely resembles the relation between derivative and gradient. The
reason why δLf

δφa
is introduced like this is due to the fact that it turns out to be quite useful for

the discussion of the BRST transformations in Section 2.4 and the use of Poisson brackets in
Section 3.1 to have an actual expression of this object in form of a distribution.

Furthermore, one finds∫
M

dDx′
∑
b

yb(x′)
δLF

δφb(x′)
[φa] = d

dε

∣∣
ε=0F [φa + εya] =

∫
M

dDx
d

dε

∣∣
ε=0f [φa + εya](x)

=
∫
M

dDx

∫
M

dDx′
∑
b

yb(x′)
δLf

δφb(x′)
[φa](x)

(2.1.24)

and therefore
δLF

δφa(x′)
[φa] =

∫
M

dDx
δLf

δφa(x′)
[φa](x), (2.1.25)

i.e. the functional derivative commutes with the integration. This allows to formulate a chain
rule for the functional derivative.

Theorem 2.1.1 Let F be a functional of the form (2.1.10) and ga functionals of the form
(2.1.9). Then the chain rule

δLF [ga[φa]]
δφa(x) =

∫
M

dDx′
∑
b

δLgb[φa](x′)
δφa(x)

δLF [ψa]
δψb(x′)

∣∣
ψa=ga[φa] (2.1.26)

holds.

Proof: Let ya be a field that vanishes at the boundary of M together with all its derivatives.
Obviously, the functional derivative of ga, and all its derivatives, in direction of ya vanishes at
the boundary of M , i.e.

d

dε

∣∣
ε=0ga[φa + εya]

∣∣
∂M

= 0, d

dε

∣∣
ε=0∂rga[φa + εya]

∣∣
∂M

= 0, . . . . (2.1.27)

This can be used together with the method of partial integration to get

d

dε

∣∣
ε=0F [ga[φa + εya]] =

∫
M

dDx′
d

dε

∣∣
ε=0f(x′, ga[φa + εya](x′), ∂rga[φa + εya](x′), ...)

=
∫
M

dDx′
∑
b

( d
dε

∣∣
ε=0gb[φa + εya](x′)

∂Lf [ψa](x′)
∂ψb

+
D∑
r=1

d

dε

∣∣
ε=0∂rgb[φa + εya](x′)

∂Lf [ψa](x′)
∂∂rψb

+ ...
)∣∣

ψa=ga[φa]

=
∫
M

dDx′
∑
b

d

dε

∣∣
ε=0gb[φa + εya](x′)

δLF [ψa]
δψb(x′)

∣∣
ψa=ga[φa]
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=
∫
M

dDx′
∫
M

dDx
∑
b,c

yc(x)δLgb[φa](x
′)

δφc(x)
δLF [ψa]
δψb(x′)

∣∣
ψa=ga[φa]

=
∫
M

dDx
∑
c

yc(x)
∫
M

dDx′
∑
b

δLgb[φa](x′)
δφc(x)

δLF [ψa]
δψb(x′)

∣∣
ψa=ga[φa], (2.1.28)

which completes the proof. �

As a final remark regarding functionals, note that the functionals in this thesis will always
considered to be functions of φa and its derivatives or integrals over such functions. Therefore,
the functional left derivative is defined for any functional that occurs in this work.

Let φ be a quantized field that describes an exterior particle with mass m in position space.
Then one can introduce creation and annihilation operators a†(p) and a(p) in momentum
space to write φ as

φ(x) =
∫

d3p
(2π)32Ep

{
a(p)eipx + a†(p)e−ipx

}∣∣
p0=Ep

, (2.1.29)

with Ep =
√
|p|2 +m2. In order to keep such expressions as short as possible, the abbreviation

d̃p = d3p
(2π)32Ep

∣∣
p0=Ep

(2.1.30)

shall be introduced.

For two operators A and B the notation

[A,B]± = AB ±BA (2.1.31)

is used, i.e. [·, ·]− is the commutator and [·, ·]+ the anticommutator.

2.2 Lagrangian and Hamiltonian Densities
The Lagrangian and Hamiltonian formalism are both well-known concepts of theoretical
physics and therefore will not be introduced. Nevertheless, some notations and useful trans-
formations for Lagrangian and Hamiltonian densities shall be illustrated.

A Lagrangian density L that depends on a set of fields φa and their first order derivatives
∂µφa always comes from a certain action, which is assumed to have the form

S[φa] =
∫ t2

t1

dt

∫
d3xL(φa, ∂µφa). (2.2.1)

Here [t1, t2] is a given time interval. The fields do not necessarily need to be scalars but can
also be 4-vectors or tensors of higher order. In this subsection, the fields φa are regarded to be
bosonic. This means that the functional and partial left derivatives are the same operation as
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the corresponding right derivatives. The integral of L over the spatial components is usually
interpreted as a Lagrangian function

L[φa] =
∫
d3xL(φa, ∂µφa), (2.2.2)

which relates to the Lagrangian density in a natural way.
The requirement that δL

δφa
S disappears gives the Euler-Lagrange equations. Therefore, an

arbitrary functional F [φa] with δL
δφa
F = 0 for all field configurations of φa can be added to

S[φa] without changing the Euler-Lagrange equations. If F is the integral of a function, this
gives a possible transformation of L that does not change the dynamics. One special case for
such functions are total time derivatives.

Theorem 2.2.1 Let f be a sufficiently smooth function of x, φa and its space and time deriva-
tives of arbitrary order and L(φa, ∂µφa) a Lagrangian density. Then L + d

dt
f gives the same

Euler-Lagrange equations as L.

Proof: It is sufficient to show that
δL
δφa

∫ t2

t1

dt

∫
d3x

d

dt
f [φa](x) = 0 (2.2.3)

holds for a given time interval [t1, t2]. This can be done by a direct calculation. Let ya be an
arbitrary field that disappears at the boundary of [t1, t2]×R3, together with all its derivatives.
Then the variation of φa according to ya yields

d

dε

∣∣
ε=0

∫ t2

t1

dt

∫
d3x

d

dt
f [φa + εya](x) = d

dε

∣∣
ε=0

∫
d3xf [φa + εya](x)

∣∣t2
t=t1

. (2.2.4)

So the result is just the difference of two integrals over subsets of the boundary of [t1, t2] ×
R

3. Therefore, the ya vanish in the remaining integrals and with them the ε dependency.
Consequently, one gets

d

dε

∣∣
ε=0

∫ t2

t1

dt

∫
d3x

d

dt
f [φa + εya](x) = 0 (2.2.5)

for any ya, which implies (2.2.3). �

By performing a Legendre transformation on L according to ∂0φa = φ̇a, a Hamiltonian density
H can be constructed from L. The momenta then have the form

πa = δLL

δφ̇a
. (2.2.6)

The resulting Hamiltonian density can be related to a Hamiltonian function by integration:

H[φa, πa] =
∫
d3xH[φa, πa]. (2.2.7)

Usually the Hamiltonian density does not depend on the spatial derivatives of the momenta
but in a more general context this is possible. The equations of motion then read

δLH

δφa
= −π̇a and δLH

δπa
= φ̇a. (2.2.8)
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Note that the corresponding functional derivatives now correspond to integrals over space, not
spacetime. This means that the time parameter has to be regarded as an additional scalar
parameter on which the functions ya that are used to calculate the functional derivative do
not depend.

The method of adding a total time derivative to the Lagrangian density without changing
the physics leads to a possibility to derive such a transformation for the Hamiltonian density
simply by Legendre-transforming L̃ = L + d

dt
f . In order to do so one has to assume that f

is a function of x, φa and only its spatial derivatives of arbitrary order. f is not allowed to
depend on time derivatives of any order. Otherwise the resulting Lagrangian L̃ could depend
on time derivatives of second or higher order, which would not allow to perform an appropriate
Legendre transformation. This additional restriction leads to the momenta1

π̃a = πa + δLF [φa]
δφa

, (2.2.9)

with
F [φa] =

∫
d3xf [φa], (2.2.10)

and to a new Hamiltonian density

H̃[φa, π̃a] = H
[
φa, π̃

a − δLF [φa]
δφa

]
− ft[φa] (2.2.11)

where ft denotes the derivative of f according to the explicit time dependence. The fact that
this transformation delivers the correct dynamics can be proven without the transformation
back to the Lagrange formalism.

Theorem 2.2.2 Let H[φa, πa] be a Hamiltonian function, which corresponds to a Hamiltonian
density H[φa, πa], and f a function of x, φa and its spatial derivatives of arbitrary order
and possibly additional fields that do not get their dynamics from H. Furthermore, let Ft =
d
dt
F −

∫
d3x

∑
b φ̇b

δLF [φa]
δφb

with F [φa] =
∫
d3xf [φa]. Then the Hamiltonian

H̃[φa, π̃a] = H
[
φa, π̃

a − δLF [φa]
δφa

]
− Ft[φa] (2.2.12)

gives the dynamics for the transformed momenta π̃a = πa + δLF [φa]
δφa

.

Proof: It is sufficient to show that δL
δπ̃a
H̃ = φ̇a and δL

δφa
H̃ = − ˙̃πa hold. The first equality is

trivial. The later can be shown by a direct calculation. In order for the statement to be true,
one explicitly has to use the fact that all fields are considered to be bosonic. This implies

φ̇b
δLF [φa]
δφb

= δLF [φa]
δφb

φ̇b. (2.2.13)

1This is an immediate consequence of (2.1.16), with τ = t.
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By using the chain rule of Theorem 2.1.1, the canonical equations (2.2.8) and the easy to
verify relation δL

δφa
φ̇b = 0, one finds

δLH̃[φa, π̃a]
δφa(x) =

(δLH[φa, πa]
δφa(x) +

∫
d3x′

∑
b

δL
δφa(x)

(
π̃b(x′)− δLF [φa]

δφb(x′)

)
× δLH[φa, πa]

δπb(x′)

)∣∣
πa=π̃a− δLF

δφa

− δLFt[φa]
δφa(x)

=− π̇a(x)
∣∣
πa=π̃a− δLF

δφa

−
∫
d3x′

∑
b

δL
δφa(x)

δLF [φa]
δφb(x′)

φ̇b(x′)−
δLFt[φa]
δφa(x)

=− ˙̃πa(x) + d

dt

δLF [φa]
δφa(x) −

δL
δφa(x)

(∫
d3x′

∑
b

δLF [φa]
δφb(x′)

φ̇b(x′) + Ft[φa]
)

=− ˙̃πa(x) + d

dt

δLF [φa]
δφa(x) −

δL
δφa(x)

d

dt
F [φa] = − ˙̃πa(x).

(2.2.14)

Note that in this calculation the time dependence of the fields is implicit. Furthermore, it has
been used that d

dt
and δL

δφa
commute. Since the time in this context is just an additional scalar

parameter, which has nothing to do with the functional derivative, this is easy to verify. �

Remark The freedom that f can also depend on additional fields appears to be somehow
unnecessary, since this could also be put into the explicit time dependence2. However, such
a dependence will become important for some results for the spin-2 fields. Therefore, it is
mentioned explicitly.

By keeping (2.1.16) in mind, one can easily see that Ft is just the integral of ft over space.
This leads to the desired result (2.2.11).

Remark The momenta πa are usually introduced as ∂LL
∂φ̇a

(see for example [9], [10] and [12]).
This is clearly an equivalent definition if L only depends on φa and ∂µφa. However, the mod-
ified L̃ depends on spatial derivatives of φa and φ̇a of arbitrary order. The definition of the
momenta as it is presented here is still valid for this more general case. The proof that this
leads to canonical equations that are equivalent to the Euler-Lagrange equations works in a
completely analogous way as for the dynamics of classical point particles. One only needs to
use the fact that the Euler-Lagrange equations can also be formulated as

δLL

δφa
− d

dt

δLL

δφ̇a
= 0. (2.2.15)

Here the functional derivative of course corresponds to an integral over space once more. This
property can be shown by a straightforward calculation.

2 Explicit time dependence in this context means that the function does not just depend on time via φa.



12 CHAPTER 2. MATHEMATICAL CONCEPTS

2.3 Spin Representations of the Poincaré Group
One important part of this thesis is to understand why the Fierz-Pauli action actually describes
spin-2 particles. Therefore, some aspects of the theory of irreducible unitary representations of
the group of inhomogeneous proper orthochronous Lorentz transformations ISO(3, 1)↑, which
is called Poincaré group in this thesis, need to be reviewed. The results presented in this
section are taken from [1], which deals with this subject in a more detailed way.

Elementary particles are mathematically described as irreducible, unitary representations of
ISO(3, 1)↑. Thus a method to explicitly construct such representations would be extremely
useful. In fact such a method exists. To understand the idea behind it, consider the Lie
algebra iso(3, 1). It is spanned by generators P µ and Jµν that obey the commutation relations

i[Jµν , Jρσ]− = gνρJµσ − gµρJνσ − gσµJρν + gσνJρµ (2.3.1)
i[P µ, Jρσ]− = gµρP σ − gµσP ρ (2.3.2)
i[P µ, P ν ]− = 0. (2.3.3)

Therefore, the negative square of the momentum −PµP µ is a quadratic and the square of the
Pauli-Lubanski vector

W µ = 1
2ε

µνρσJνρPσ (2.3.4)

a quartic Casimir operator. Since they are proportional to the unit in an irreducible represen-
tation, their value can be used to classify such a representation. More precisely, an unitary
irreducible representation with

− PµP µ = m2
1 (2.3.5)

and
WµW

µ = m2s(s+ 1)1 (2.3.6)

describes a particle with mass m > 0 and spin s. For m = 0, things become more subtle,
since WµW

µ can not be used to get a spin in this case. Nevertheless, since the momentum
operators P µ commute, they have common eigenvectors |p,A〉 with

P µ|p,A〉 = pµ|p,A〉, (2.3.7)

for any m ≥ 0. Here A denotes possible other degrees of freedom. These |p,A〉 can be
used to express any vector |Ψ〉 as linear combination of them. Furthermore, p2 = −m2

and PµP
µ|Ψ〉 = −m2|Ψ〉 follow directly from (2.3.5). So the vectors in such an irreducible

representation have to satisfy
(PµP µ +m2

1)|Ψ〉 = 0, (2.3.8)

which is the well-known Klein-Gordon equation. Thus a first step towards a construction
of irreducible representations has been done. For the following, let U(Λ, a) be the unitary
operator, representing the element (Λ, a) ∈ ISO(3, 1)↑, where Λ is an element of the proper
orthochronous Lorentz group SO(3, 1)↑ and a ∈ R4 represents an arbitrary spacetime transla-
tion. For any two such elements (Λ, a) and (Λ′, a′) the relation

U(Λ, a)U(Λ′, a′) = U(ΛΛ′, a+ Λa′) (2.3.9)
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holds. By looking at an infinitesimal translation (see [1]),

U(1, a)|p,A〉 = eipa|p,A〉 (2.3.10)

can be derived. Furthermore, by using some properties of SO(3, 1)↑ (see [1]),

U(Λ)|p,A〉 =
∑
A′

CA′A(Λ, p)|Λp,A′〉, (2.3.11)

where U(Λ) = U(Λ, 0), can be obtained, i.e. U(Λ)|p,A〉 is an eigenvector of the momentum
operators with eigenvalues (Λp)µ. Furthermore, note that a Λ ∈ SO(3, 1)↑ conserves the sign
of p0 for any p with p2 ≤ 0. Since an irreducible representation is supposed to be constructed,
all vectors except 0 are cyclic. So in particular, (2.3.11) shows that all the eigenvalues p0

of P 0 have the same sign. The matrix CA′A(Λ, p) basically defines U(Λ). Thus determining
the CA′A(Λ, p) means determining the corresponding irreducible unitary representation of the
Poincaré group, since the translations only contribute a phase factor. This problem can be
reduced to identifying a similar matrix of so-called little groups by the method of induced rep-
resentations.

To do so, consider a fixed and non-vanishing momentum k̂ with k̂2 = −m2. Then for any
momentum p, for which p0 has the same sign as k̂0 and with p2 = −m2, there is a standard
proper orthochronous Lorentz transformation L(p), such that

L(p)k̂ = p (2.3.12)

holds. This can be used for the following definition of the |p,A〉:

|p,A〉 = N(p)U(L(p))
∣∣∣k̂, A〉, (2.3.13)

where N(p) is just a numerical normalization factor. The L(p) are of course not uniquely
determined. In fact it is straightforward to show that two such transformations L(p) and L̃(p)
always relate to each other via

L̃(p) = L(p)W, (2.3.14)

where W ∈ SO(3, 1)↑ is some transformation that keeps k̂ invariant. These W obviously form
a group, the so-called little group corresponding to k̂. From (2.3.11) it immediately follows
that there is a matrix Dk̂

A′A(W ) such that

U(W )
∣∣∣k̂, A〉 =

∑
A′

Dk̂
A′A(W )

∣∣∣k̂, A′〉 (2.3.15)

and
Dk̂
A′A(W ′W ) =

∑
B

Dk̂
A′B(W ′)Dk̂

BA(W ), (2.3.16)

for another element W ′ of the little group, hold. Thus the Dk̂
A′A(W ) give a representation of

the little group. Furthermore, it is easy to see that W (Λ, p) = L−1(Λp)ΛL(p) is an element of
the little group. By inserting some units (see [1]), one obtains

U(Λ)|p,A〉 = N(p)
N(Λp)

∑
A′

Dk̂
A′A(W (Λ, p))|Λp,A′〉. (2.3.17)



14 CHAPTER 2. MATHEMATICAL CONCEPTS

So in order to find an irreducible unitary representation of the Poincaré group, it is sufficient
to find an irreducible unitary representation of the little group corresponding to a chosen k̂.

For this it is clearly necessary to identify the little group. In the massive case one can
choose k̂ = (m, 0, 0, 0). The little group of k̂ obviously is just the group of rotations in space,
i.e. SO(3) ⊂ SO(3, 1)↑. The massless case however does not offer such a trivial identifica-
tion. By choosing k̂ = (k0, 0, 0, k0), it is clear that its little group contains spatial rotations
around the z-axis, i.e. SO(2) ⊂ SO(3, 1)↑. Further investigations show that it is in fact the
two-dimensional Euclidean group ISO(2). A proof of this can be found in [16].

In a quite similar way as for ISO(3, 1)↑, the method of induced representations can be applied
to ISO(2). By taking a look at the commutation relations of the generators π1, π2 and J3 of
iso(2),

i[π1, J3]− = π2, i[π1, J3]− = π2 and [π1, π2]− = 0, (2.3.18)

one can see that
∣∣∣k̂, A〉 can be written in terms of a common eigenbasis

∣∣∣k̂, ξ, a〉 of the transla-

tion generators πn, where πn
∣∣∣k̂, ξ, a〉 = ξn

∣∣∣k̂, ξ, a〉. Just like in the previous case, the problem
reduces to finding an irreducible unitary representation of the group of transformations which
keep a specific ξ invariant. The short little group of ξ = 0, which obviously is SO(2), corre-
sponds to so-called helicity representations. They are the representations that are interesting
for this work.

Now, after reducing the problem to finding irreducible unitary representations of special or-
thogonal groups, a procedure for constructing an irreducible unitary representation of the
Poincaré group can be formulated. This is known as the Bargmann-Wigner program (see [1]).
The idea behind it is to introduce manifestly covariant equations3 whose solutions transform
according to a certain unitary irreducible representation of the inhomogeneous Lorentz group
IO(3, 1). One of these equations has to be the Klein-Gordon equation. Clearly, these solutions
only carry a reducible unitary representation of the Poincaré group. However, this method
allows to formulate the concepts of time reversal and parity symmetry, which are usually re-
quired in field theories. The actual irreducible representation of ISO(3, 1)↑ is then identified
with the positive-energy solutions, i.e. the subspace on which p0 > 0 holds for all eigenvalues
p0 of P 0. Since representations of IO(3, 1) shall be constructed, one has now to work with the
(short) little group of this group. For m2 > 0 the little group is the orthogonal group O(3),
while the short little group for m2 = 0 is O(2). For them, the following general procedure can
be applied.

i.) Choose an irreducible unitary representation of the (short) little group.

ii.) Introduce a wave function on Minkowski space whose values are contained in a represen-
tation R of the Lorentz group O(3, 1). This representation does not necessarily have to
be unitary, but its restriction to the (little) group has to contain the representation of
i.). That means, there has to be a subspace of R, such that the application of the little
group on it delivers the representation of i.).

iii.) Introduce a system of linear covariant equations, such that the solutions of these evalu-
ated at a fixed momentum carry the unitary representation of i.).

3Differential equations in position space or algebraic ones in momentum space.
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To understand this concept, consider for example a solution p 7−→
∑

a Φa(p)|a〉, where the |a〉
shall form some basis of R. Because of the Klein-Gordon equation, Φa(p) vanishes for all p
with p2 6= −m2. These solutions shall be interpreted as momentum space representation of
some abstract vector space. On this space one can use (2.3.17) as definition of U(Λ), where Λ
is now allowed to be any homogeneous Lorentz transformation. The parameter A then clearly
labels a basis of the subspace that is spanned by the

∑
a Φa(k̂)|a〉, which carries the irreducible

representation of the little group from step i.). This ensures that this representation is in fact
irreducible.

Still representations of the (short) little and Lorentz group need to be found. There is a
very general formalism that allows to explicitly construct such representations as subspaces of
representations of the general linear group GL(4). The method uses Young diagrams to find
tensorial irreducible representations of GL(4) with certain index symmetries. This is basically
a generalization of the decomposition of V ⊗V into the spaces of symmetric and antisymmetric
tensors, which carry irreducible representations of GL(4) if the vector space V carries such a
representation. The general formulation of this method can be found in [1]. Here only the
resulting equations for particles with integer spin s shall be presented.

Just as during the introduction of the (short) little groups, which is given above, one has
to treat the massive and the massless case separately.

The representations that are identified with massive spin-s particles are totally symmetric
traceless tensor fields Φµ1,...,µs (i.e. any contraction of two indices vanishes), which satisfy the
Klein-Gordon equation

(p2 +m2)Φµ1,...,µs(p) = 0 (2.3.19)
and furthermore the transversality condition

pµ1Φµ1,...,µs(p) = 0. (2.3.20)

The massive spin-s field carries an irreducible representation of O(3). There is an explicit
formula for the dimension of irreducible, symmetric tensorial representations V O(D)

s with rank
s of any O(D) (see [1]):

dim(V O(D)
s ) = (D + 2s− 2)(D + s− 3)!

s!(D − 2)! (2.3.21)

Therefore, massive spin-s particles have dimension 2s+ 1.

The massless case can be described by using the so-called field strength tensor Kµ1ν1|...|µsνs ,
which has to satisfy the following conditions:

i.) Kµ1ν1|...|µsνs is antisymmetric in every pair of indices (µi, νi).

ii.) The antisymmetrization of Kµ1ν1|...|µsνs in every set of three indices vanishes.

iii.) Any contraction of two indices in Kµ1ν1|...|µsνs vanishes.

iv.) The equations

pρKµ1ν1|...|µiνi|...|µsνs(p) + pµiKµ1ν1|...|νiρ|...|µsνs(p) + pνiKµ1ν1|...|ρµi|...|µsνs(p) = 0 (2.3.22)
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pµKµ1ν1|...|µνi|...|µsνs(p) = 0 (2.3.23)

hold for all i = 1, ..., s.

The fourth condition obviously implies

p2Kµ1ν1|...|µsνs(p) = 0, (2.3.24)

i.e. the massless Klein-Gordon equation. One way to construct such a field strength is by intro-
ducing a totally symmetric gauge field φν1...νs and writing Kµ1ν1|...|µsνs(p) as antisymmetrization
of pµ1 ...pµsφν1...νs(p) with respect to exchanging µi and νi, i.e.

Kµ1ν1|...|µsνs(p) =pµ1pµ2 ...pµsφν1ν2...νs(p)− pν1pµ2 ...pµsφµ1ν2...νs(p)
+ pν1pν2pµ3 ...pµsφµ1µ2ν3...νs(p)− ...− pµ1 ...pµs−1pνsφν1...νs−1µs(p)

=−Kµ1ν1|...|νiµi|...|µsνs(p),
(2.3.25)

for all i = 1, ..., s. This ensures that i.) and ii.) are always fulfilled. Clearly, there is more
than one configuration of the gauge field that produces the same field strength. So not every
configuration corresponds to a different physical state. One can show (see [1]) that this strat-
egy in fact delivers two physical degrees of freedom for any s.

It is quite easy to see that this construction leads to Kµν(p) = pµφν(p) − pνφµ(p) for s = 1,
i.e. the electromagnetic field tensor. Condition iv.) then gives the well-known Euler-Lagrange
equations for the electromagnetic 4-potential. For s = 2 the only nontrivial equation that
follows from iii.) is

Kµν1|µν2(p) = pµp
µφν1ν2(p)− pν1p

µφµν2(p)− pν2p
µφν1µ(p) + pν1pν2φ

µ
µ(p) = 0. (2.3.26)

Furthermore, it is easy to check that this already guarantees that iv.) is fulfilled. Therefore,
massless spin-2 particles can be characterized by a symmetric gauge field that satisfies (2.3.26).
By switching to position space via a Fourier transformation, they alternatively can be described
as a symmetric tensor field hµν that solves

�hµν − ∂λ∂µhλν − ∂λ∂νhµλ + ∂µ∂νh
λ
λ = 0. (2.3.27)

2.4 The BRST Formalism
This section focuses on the introduction of the BRST formalism, which is the center piece of
the subject of this thesis. It is a very rigorous method to treat gauge theories quantum mechan-
ically and offers a strategy to deal with the subtleties of quantizing such in an algebraically
quite illuminating way.

2.4.1 Subtleties of Quantizing Gauge Theories
In order to grasp the value of the BRST formalism, one has to understand the problems that
occur during the quantization procedure of gauge theories. Therefore, a short review of the
quantization of the U(1) gauge theory, which is used to model photons, is given as an example.
It is taken from [3], where the subject is treated in a far more detailed way. The main focus
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of the following presentation lies on the subtleties of the quantization.

Take the classical action for the U(1) gauge field Aµ

S[Aµ] =
∫
d4xL =

∫
d4x
{
− 1

4FµνF
µν
}
, (2.4.1)

with Fµν = ∂µAν − ∂νAµ. This action offers the well-known invariance under the gauge
transformations

Aµ 7−→ Aµ + ∂µΛ (2.4.2)
of Aµ. Λ is supposed to be an arbitrary function that falls off sufficiently fast at infinity. In
order to perform the procedure of canonical quantization for this theory, one has to introduce
the conjugate momenta

Σµ = δLL

δȦµ
, (2.4.3)

that allow to formulate the canonical commutation relations

[Aµ(x),Σν(y)]−
∣∣
x0=y0 = igµνδ(x− y). (2.4.4)

They offer a way to turn the functions from the classical theory into corresponding operators
for a quantum theory (see [3] or [9]). But already at this point there is a problem. It turns
out that Σ0 = 0 holds. So there is no way to introduce the canonical commutation relation
[A0(x),Σ0(y)]−

∣∣
x0=y0 = −iδ(x − y). The usual way to avoid this dilemma is to introduce a

gauge fixing, which shall be set to
G = ∂µA

µ (2.4.5)
in this little example. By performing a gauge fixing, S[Aµ] can be replaced by the gauge fixed
action

SGF [Aµ, ζ̄, ζ] = S[Aµ] +
∫
d4x
{
− 1

2αG
2 + ζ̄�ζ

}
, (2.4.6)

where ζ̄ and ζ is the Faddeev-Popov anti-ghost and ghost corresponding to G, respectively.
The way from S to SGF is a well-known procedure and shall not be presented here in detail.
A good reference, which even deals with the more general case of non-abelian gauge fields,
is [17]. In order to keep the equations as simple as possible, the parameter α shall be set to 1
in this section. This choice is usually referred to as Feynman gauge (see [12]) and leads to

SGF [Aµ, ζ̄, ζ] =
∫
d4x
{
− 1

2∂µAν∂
µAν + ζ̄�ζ

}
(2.4.7)

and therefore to the gauge fixed Lagrangian

LGF = −1
2∂µAν∂

µAν − ∂µζ̄∂µζ. (2.4.8)

Now the introduction of canonical momenta is possible. One finds

Σµ = Ȧµ. (2.4.9)

However, this does not solve all the problems that occur during the quantization process.
Clearly, Aµ can not describe an independent physical degree of freedom for each µ, since that
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would imply a total number of four degrees of freedom. But a massless spin-1 particle only
has two. One degree of freedom can be eliminated by only working with states |Ψ〉 that satisfy
the so-called Gupta-Bleuler supplementary condition (see [3])

∂µA(+)
µ |Ψ〉 = 0, (2.4.10)

where

A(+)
µ =

∫
d̃p

4∑
r=1

εrµ(p)arpeipx. (2.4.11)

Here the εrµ(p) denote a basis of polarization vectors and arp the corresponding annihilation
operators (see Section 4.1.2 for more details). So instead of working with the full vector space
V of the theory, one has to look at the subspace V ′ that contains only vectors that satisfy
(2.4.10) and no ghosts, since they are unphysical. In order for this method to work, one has
to ensure that V ′ is invariant under time evolution.

Another obstacle is the fact that V turns out to contain elements |ω〉 with non-positive norm,
i.e. 〈ω|ω〉 ≤ 0. But this is quite a dilemma, since that makes the probability interpretation of
the inner product impossible, not to mention that V is not even a Hilbert space. Vectors with
〈ω|ω〉 = 0 but |ω〉 6= 0 also show up in V ′. So on V ′ the probability interpretation works, but
this space is still no Hilbert space. However, these critical elements turn out to be orthogonal
to any other state in V ′ and therefore can be modded out by introducing equivalence classes
[|Ψ〉] with

|Ψ′〉 ∼ |Ψ〉 ⇔ 〈Ψ′′|
(
|Ψ〉 − |Ψ′〉

)
= 0 (2.4.12)

for any |Ψ〉, |Ψ′〉, |Ψ′′〉 ∈ V ′. The completion of the space of these equivalence classes is iden-
tified with the space that describes the actual physical polarizations, i.e. the wanted Hilbert
space. It comes by construction with the desired positive definite inner product.

The most important result of this example is the fact that it is necessary to deal with un-
physical states in order to quantize the gauge field appropriately. But this does not seem to
be too surprising after all, since even in the classical case Aµ is not the physical quantity, but
Fµν is. So the problems seem to originate from the fact that there are transformations, namely
the gauge transformations, that change the Aµ but not the physical system. This of course is
in general the case for any gauge field. Therefore, one would expect that it is never so easy to
quantize a gauge field appropriately and that several manual adjustments and reformulations
of the definition of the actual physical space need to be made, similar to the case presented
here. So a general formalism that allows to treat all these subtleties in a systematic approach
would be very desirable. This is what the BRST formalism does.

2.4.2 The BRST Transformations for Gauge Fields
It is based on a very well hidden additional invariance of Lagrangians that describe gauge
theories. To motivate the following more general procedure, consider once more the action
(2.4.7). By introducing a constant Graßmann number θ, one can formulate a new set of
transformations for the fields:

Aµ 7−→ Aµ + δθAµ = Aµ + θ∂µζ, ζ̄ 7−→ ζ̄ + δθζ̄ = ζ̄ + θ∂µA
µ, ζ 7−→ ζ + δθζ = ζ. (2.4.13)
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By using θ2 = 0, one can easily show that SGF is invariant under this transformation. The
existence of such an additional invariance is the key to formulating a consistent quantization
for gauge fields. It is possible to generalize this so-called BRST transformation δθ for any
gauge theory.

The formulation and motivation of the BRST transformation and quantization, as presented
in the following subsections, is in most instances taken from [17], where the subject is treated
in a more general way. However, it also contains some elements of [9] and [10]. Furthermore,
some properties of the formalism, like the proofs of Theorem 2.4.1 and Theorem 2.4.2 are
discussed more carefully than it is done in the literature.

In order to quantize massive spin-2 particles, it is necessary to work with fields that are
invariant under several independent gauge transformations. So this has to be considered in
an appropriate introduction of the formalism as well.

The generalization of the BRST invariance from the U(1) case requires several modifica-
tions of the action that is supposed to describe the fields of interest. It is possible to formulate
a classical version of the BRST formalism by using constraints (see for example [10]), but
since only the quantum formulation of the BRST transformations is relevant for this work,
this approach shall be omitted. Instead, the generating functional is adapted in such a way
that the BRST invariance can be exploited to derive an appropriate quantization.

To do so, consider a set of gauge fields φa that get their dynamics from an action S[φa].
This action shall be invariant under infinitesimal gauge transformations of the form

φa 7−→ φa + ξMδMφa. (2.4.14)

Here the De Witt notation (see [17]) is used: The indices a and M are allowed to include
spacetime coordinates and also discrete labels. Over equal upper and lower indices shall be
summarized, by convention. In the case of spacetime coordinates the sum has to be an integral.
For example, in this notation the gauge transformation of Aµ can be written as

Aµx 7−→ Aµx + ΛyδyAµx, (2.4.15)

with
δyAµx = − ∂

∂yµ
δ(x− y), Aµx = Aµ(x) and Λy = Λ(y). (2.4.16)

This results in

ΛyδyAµx = −
∫
d4yΛ(y) ∂

∂yµ
δ(x− y) =

∫
d4y

∂

∂yµ
Λ(y)δ(x− y) = ∂µΛ(x) (2.4.17)

and therefore gives the gauge transformation, as it is presented in (2.4.2).
So ξM resembles the parametrization of the gauge transformation, while δMφa determines

how ξM is used to transform φa. The index M in particular contains discrete indices that
label the sets of gauge transformations that are considered. Note that ξMδMφa in particular
is assumed to be linear in ξM .

The operator δM can be introduced for arbitrary functionals F [φa], simply by setting

ξMδMF [φa] = d

dε

∣∣
ε=0F [φa + εξMδMφa] = ξMδMφb

δL
δφb

F [φa]. (2.4.18)
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As usual, gauge fixing functionals GM [φa], i.e. functions which are allowed to depend on φa
and its derivatives of higher order, can be introduced. They restrict the integration over all
field configurations in the generating functional to the ones that satisfy GM [φa] = χM , where
χM is a given auxiliary field. This can be obtained by replacing the generating functional

Z[ja] =
∫

[dφa]eiS[φa]−iφaja , (2.4.19)

where [dφa] =
∏

a dφa denotes the path integral measure, by the functional

Z ′[ja, χM ] =
∫

[dφa]δ(GM − χM) det (δNGM)eiS[φa]−iφaja . (2.4.20)

The fields χM can be integrated out in the following way to obtain the gauge fixed generating
functional4

ZGF [ja] =
∫

[dχM ]e− i
2αχ

MχMZ ′(ja, χM)

=
∫

[dφa] det (δNGM)e− i
2αG

MGM eiS[φa]−iφaja ,

(2.4.21)

where α is some arbitrary finite constant. Note that χMχM usually is supposed to resemble
the sum (integral) of χMχM over M . However, it is possible that M also contains the indices
of a 4-vector, i.e. µ, or the like. In this case, in order to formulate a Lorentz-invariant quantity,
the raising of the corresponding part of the index M is done by contracting with the metric
tensor, as usual. All the following cases where a index is raised or lowered shall be treated in
the same way.

By rewriting e− i
2αG

MGM as Fourier integral5 (see [17])

e−
i

2αG
MGM ∝

∫
[dBM ]eiα2BMBM+iBMGM (2.4.22)

and det (δNGM) as integral over Graßmann fields (see [17]), i.e. Faddeev-Popov anti-ghosts
and ghosts

det(δNGM) ∝
∫

[dη̄M ][dηM ]eiη̄MηN δNGM , (2.4.23)

one finds a generating functional that allows to formulate suitable BRST transformations:

ZBRST [ja] =
∫

[dφa][dη̄M ][dηM ][dBM ]eiSBRST [φa,BM ,η̄M ,ηM ]−iφaja , (2.4.24)

with the new action

SBRST [φa, BM , η̄M , ηM ] = S[φa] +BMGM + α

2B
MBM + η̄MηNδNGM . (2.4.25)

The auxiliary fields BM are called Nakanishi-Lautrup fields (see [17]). Their role will become
clear later on.

4 This construction of ZGF [ja] from Z[ja] is a straightforward generalization of the case treated in [10],
where φa is a 4-vector.

5The proportionality symbol∝, which is used in the following relations, shall indicate that the corresponding
objects differ only by field-independent multiplicative factors.
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Now consider for an arbitrary functional F [φa, BM , η̄M , ηM ] the transformation

F [φa, BM , η̄M , ηM ] 7−→F [φa + δθφa, B
M + δθB

M , η̄M + δθη̄
M , ηM + δθη

M ]
=F [φa, BM , η̄M , ηM ] + δθF [φa, BM , η̄M , ηM ],

(2.4.26)

with

δθφa = θηMδMφa, (2.4.27)
δθη̄

M = −θBM , (2.4.28)

δθη
M = −1

2θf
M
NRη

NηR, (2.4.29)

δθB
M = 0, (2.4.30)

and the structure constants fMNR, defined by

[δN , δR]− = fMNRδM . (2.4.31)

The mapping F 7−→ δθF is called BRST transformation.
The action SBRST is invariant under the transformation from above, i.e. δθSBRST = 0. To

prove this, first note that δθφa has just the same structure as a gauge transformation. So the
invariance of S[φa] is trivial. Furthermore, the BRST transformation of a given functional
F [φa, BM , η̄M , ηM ] always has the form of an infinitesimal transformation, i.e.

δθF [φa, BM , η̄M , ηM ] =θηMδMF [φa, BM , η̄M , ηM ]− θBM δL
δη̄M

F [φa, BM , η̄M , ηM ]

− 1
2θf

M
NRη

NηR
δL
δηM

F [φa, BM , η̄M , ηM ].
(2.4.32)

This is easy to see by writing F [φa, BM , η̄M , ηM ] as a power series and exploiting θ2 = 0.
Therefore, one gets

δθSBRST =BMδθGM + δθη̄
MηNδNGM + η̄Mδθη

NδNGM + η̄MηNδθδNGM

=θBMηNδNGM − θBMηNδNGM + 1
2θf

N
ROη̄

MηRηOδNGM

+ θη̄MηNηRδRδNGM

=θ
(1

2 η̄
MηRηO[δR, δO]−GM + η̄MηNηRδRδNGM

)
=θ
(
− η̄MηRηOδOδRGM + η̄MηNηRδRδNGM

)
= 0,

(2.4.33)

where θ2 = 0 and the anticommutativity of all ghost fields with θ and each other have been
used.

The gauge transformations that are used in this thesis commute with each other, i.e. [δM , δN ]− =
0. Therefore, the structure constants will be set to zero from now on.
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Remark Before the discussion of the BRST formalism is continued, a warning needs to
be given. During the derivation of ZBRST , a gauge fixing GM was introduced for each gauge
transformation δM . In order for this method to work, it is necessary to ensure that all the
gauge transformations δM are independent from each other. For example, one could introduce
a second gauge transformation

δ′y = δy (2.4.34)

for the U(1) gauge field Aµ. Clearly, the two operators δy and δ′y correspond to the same
transformation, so fixing the gauge for both independently can not be correct. There are more
subtle cases, where this problem of gauge fixings that are dependent from each other is not
that obvious. The most prominent example occurs during the quantization of antisymmetric
tensor fields. This is discussed in [3] and [17].

So in order to ensure that the presented procedure works, one has to check whether all the
occurring gauge transformations are independent from each other, i.e.

ξMδM = ξ′MδM ⇔ ξM = ξ′M (2.4.35)

or equivalently, by using the linearity of δM

ξMδM = 0 ⇔ ξM = 0. (2.4.36)

For spin-2 particles this turns out to be true, so the BRST procedure works without further
difficulties.

2.4.3 The Slavnov Operator and BRST Charge

This formulation of BRST transformations differs from the one presented for the U(1) gauge
field, where no Nakanishi-Lautrup fields showed up. How these two formulations relate to
each other is explained in Section 2.4.4. However, the more general BRST transformations
now come with another operator, which relates to them in a quite natural way. This is the
so-called Slavnov operator s, which is defined in [17] by

δθ = θ s . (2.4.37)

By using the relation (2.4.32) with fMNL = 0, one can easily verify that

s = ηMδMφa
δL
δφa
−BM δL

δη̄M
(2.4.38)

holds. This expression can be used to prove the following important theorem.

Theorem 2.4.1 The Slavnov operator is nilpotent, i.e. s2 = 0.
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Proof: This statement can be proven by a straightforward calculation:

s2 =
(
ηMδMφa

δL
δφa
−BM δL

δη̄M

)(
ηNδNφb

δL
δφb
−BN δL

δη̄N

)
=ηMηNδMφa

(δLδNφb
δφa

+ δNφb
δL
δφa

) δL
δφb

− ηMBNδMφa
δL
δφa

δL
δη̄N
−BMδNφb

δL
δη̄M

ηN
δL
δφb

+BMBN δL
δη̄M

δL
δη̄N

=ηMηNδMφa
δLδNφb
δφa

δL
δφb

= 1
2η

MηN
(
δMφa

δLδNφb
δφa

− δNφa
δLδMφb
δφa

) δL
δφb

=1
2η

MηN
(
[δM , δN ]−φb

) δL
δφb

= 0,

(2.4.39)

where the anticommutativity of the ghosts, which implies δL
δη̄M

ηN = −ηN δL
δη̄M

and δL
δη̄M

δL
δη̄N

=
− δL
δη̄N

δL
δη̄M

, has been exploited6. �

Clearly, SBRST is also invariant under s. Furthermore, it offers a very elegant way to write
SBRST :

SBRST = S − s
(
η̄M
(
GM + α

2BM

))
. (2.4.40)

In this form the invariance of SBRST is trivial. It is just a consequence of the nilpotency of s
and the gauge invariance of S.

The invariance under (2.4.26) comes with a conserved Noether current and therefore with
a conserved charge Ω, the so-called BRST charge. At the level of operators this self-adjoint
operator generates the BRST transformations via

iδθΦ = iθ s Φ = θ[Ω,Φ]±, (2.4.41)

i.e. i s = [Ω, ·]±. Here the anticommutator is used for fermionic fields, while the commutator
refers to bosonic ones. Φ stands for any of the operators φa, η̄M and ηM .

It is sufficient for this work to assume that the Lagrangian LBRST , that corresponds to
SBRST , only depends on φa, η̄M , ηM and their first order derivatives and has a polynomial
structure in them. To get an explicit expression for Ω, one has to find a J̃λ such that sLBRST =
∂λJ̃

λ holds7. The Noether current that corresponds to δθ is given by

Jλ = J̃λ −
∑

Φ

s Φ∂LLBRST
∂∂λΦ

. (2.4.42)

Consequently, the BRST charge reads

Ω =
∫
d3xJ0 =

∫
d3x
{
J̃0 −

∑
Φ

s Φ∂LLBRST
∂∂0Φ

}
. (2.4.43)

6 In order to ensure that the Slavnov operator is nilpotent for non-vanishing structure constants, one needs
to introduce an additional consistency condition for them. This is treated in [17].

7Note that (2.4.26), by construction, always has the form of an infinitesimal transformation, which is
parametrized by the Graßmann variable θ. So the ansatz that is pursued here in order to find a Noether
current is certainly correct. A derivation of the general form of Noether currents can be found in [12].
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For simplicity, one can assume that J̃ also has a polynomial structure in the fields and their
derivatives. Obviously, it is always possible to find such a J̃λ.

Now let Ψ be an arbitrary fermionic or bosonic polynomial in φa, η̄M and ηM and their
derivatives. By using the fact that s turns a fermionic field into a bosonic one and vice versa,
which follows directly from (2.4.27) to (2.4.30), it is easy to see that

0 = − s2 Ψ = [Ω, [Ω,Ψ]±]∓ = [Ω2,Ψ]− (2.4.44)

holds. Again, the commutator corresponds to bosonic and the anticommutator to fermionic
polynomials. In order for this relation to be true for any Ψ, Ω2 has to be proportional to the
unit, i.e.

Ω2 = α1. (2.4.45)
However, it turns out that α has to be 0. This statement is subject of the next theorem.

Theorem 2.4.2 The BRST charge is nilpotent, i.e. Ω2 = 0.

Proof: In order to proof this statement, the so-called Faddeev-Popov ghost charge QG has
to be introduced8. It is defined via the following commutation relations:

[iQG, η̄
M ]− = −η̄M , [iQG, φa]− = [iQG, B

M ]− = 0 and [iQG, η
M ]− = ηM . (2.4.46)

The eigenvalues of iQG are called the (Faddeev-Popov) ghost number of the corresponding
eigenvectors. By keeping (2.4.27) to (2.4.30) in mind, it is easy to understand that the BRST
charge always raises the Faddeev-Popov ghost number by one, i.e. if Ψn is a fermionic or
bosonic polynomial in the fields and their derivatives with [iQG,Ψn]− = nΨn, where n ∈ Z,
then

[iQG, [Ω,Ψn]±]− = (n+ 1)[Ω,Ψn]± (2.4.47)
holds. The center piece of this proof is to show that the BRST charge has the Faddeev-Popov
ghost number 1, i.e. [iQG,Ω]− = Ω. To do so, first consider J̃λ. It is possible to split J̃λ into
two parts:

J̃λ = J̃λ1 +Rλ, (2.4.48)
where J̃λ1 denotes the part of J̃λ with ghost number 1 and Rλ its remaining parts, i.e. the sum
of all the monomials that appear in J̃λ and have a ghost number that is not one. Obviously, it
is not possible to change the ghost number of a monomial by taking derivatives. So ∂λRλ also
contains no monomials with ghost number 1. The Lagrangian LBRST clearly has a vanishing
ghost number. Consequently, sLBRST = −i[Ω,LBRST ]− has the ghost number 1. It is quite
obvious that polynomials with different ghost numbers can not cancel each other. Therefore,
one obtains

∂λR
λ = 0. (2.4.49)

Otherwise, sLBRST = ∂λJ̃
λ would not have the ghost number 1. Consequently, one gets

∂0R
0 = −∂kRk (2.4.50)

and therefore
R0(t,x) = −

∫ t

−∞
dt′∂kR

k(t′,x). (2.4.51)

8 The concept of the ghost charge is taken from [9].
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So only J̃0
1 contributes to Ω:

Ω =
∫
d3x
{
J̃0

1 −
∫ t

−∞
dt′∂kR

k(t′,x)−
∑

Φ

s Φ∂LLBRST
∂∂0Φ

}
=
∫
d3x
{
J̃0

1 −
∑

Φ

s Φ∂LLBRST
∂∂0Φ

}
−
∫ t

−∞
dt′
∫
d3x∂kRk(t′,x)

=
∫
d3x
{
J̃0

1 −
∑

Φ

s Φ∂LLBRST
∂∂0Φ

}
,

(2.4.52)

since Rk vanishes at infinity. Now the only thing that needs to be shown is that
∑

Φ s Φ∂LLBRST
∂∂0Φ

has the ghost number one. But this is quite trivial, since s Φ∂LLBRST
∂∂0Φ has ghost number 1 for

any Φ, as can easily be verified. Therefore, Ω is the integral over a polynomial in the fields
and their derivatives with ghost number 1. This clearly implies

[iQG,Ω]− = Ω, (2.4.53)

and therefore, together with Ω2 = α1, gives

0 = [iQG,Ω2]− = 2Ω2. (2.4.54)

So Ω2 = 0 has been derived. �

Remark The Faddeev-Popov ghost charge QG plays a crucial role in the algebraic structure
of the BRST formalism. This is treated in [9] in more detail, from where the relation (2.4.53)
has been taken.

2.4.4 The Physical Sector
Now, after introducing the BRST charge, it is finally possible to identify the states which
are regarded to be physical. For this, consider V to be the overall vector space of the theory.
Clearly, V contains states, such as the ones with non-vanishing ghost number, which have no
physical meaning. So the physical states of the system must be contained in a subspace of V ,
which clearly has to be invariant under time evolution. Furthermore, all the matrix elements
〈Ψ|SBRST |Ψ′〉 for two physical states |Ψ〉 and |Ψ′〉 have to be independent of the special choice
of the gauge fixing GM , in order for this formalism to make sense. In other words, if G ′M is
another gauge fixing, one must find

〈Ψ|
(
S − s

(
η̄M
(
GM + α

2 η̄
MBM

)))
|Ψ′〉 = 〈Ψ|

(
S − s

(
η̄M
(
G ′M + α

2 η̄
MBM

)))
|Ψ′〉. (2.4.55)

This implies

0 = 〈Ψ| s
(
η̄M
(
GM − G ′M

))
|Ψ′〉 = −i〈Ψ|[Ω, η̄M

(
GM − G ′M

)
]−|Ψ′〉. (2.4.56)

In order for this to be true for any G and G ′, the relation (see [17])

〈Ψ|Ω = Ω|Ψ′〉 = 0 (2.4.57)
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is necessary for all physical states. Exploiting the hermiticity of Ω, it follows that it is sufficient
to demand that |Ψ〉 and |Ψ′〉 are contained in the kernel of Ω, i.e. |Ψ〉, |Ψ′〉 ∈ ker Ω. So the
physical sector can be identified with ker Ω, which is of course invariant under time evolution,
since Ω is a conserved charge, i.e. commutes with the Hamiltonian operator. Furthermore,
the vacuum state |0〉 clearly is physical and therefore must be contained in ker Ω. However,
this can not be the desired vector space with the positive definite inner product that gives the
usual description of physical states. There are at least states with vanishing norm included,
namely the elements of the image of Ω, im Ω. This follows directly from the nilpotency of Ω.
To see this, let |ς〉 ∈ V , then Ω|ς〉 ∈ ker Ω since Ω2|ς〉 = 0 and furthermore

〈ς|Ω†Ω|ς〉 = 〈ς|Ω2|ς〉 = 0. (2.4.58)

But this result is just a special case of the more general relation

〈Ψ|Ω|ς〉 = 0 (2.4.59)

for any |Ψ〉 ∈ ker Ω, which means
〈Ψ|ω〉 = 0 (2.4.60)

holds for any |ω〉 ∈ im Ω. So a state |Ψ〉 + |ω〉 has the same matrix element with any other
state in ker Ω as |Ψ〉. Consequently, the two are physically indistinguishable, i.e. equivalent.
Therefore, a good candidate for the actual physical space, which includes only distinguishable
states, would be the so-called cohomology of Ω

V = ker Ω/ im Ω. (2.4.61)

The discussion above ensures that the inner product

〈[|Ψ〉]| [|Ψ′〉]〉 = 〈Ψ|Ψ′〉 (2.4.62)

of two equivalence classes [|Ψ〉] and [|Ψ′〉] in V, with representatives |Ψ〉, |Ψ′〉 ∈ ker Ω, is
well-defined.

The question, if this inner product in fact turns V into a Hilbert space, is a nontrivial
problem. Note that the most important part is to ensure that the inner product is positive
definite, since then one can always consider the completion

H = ker Ω/ im Ω (2.4.63)

as the actual physical Hilbert space. A general discussion of the positive definiteness can be
found in [8] and [9]. The fact that all elements of im Ω are equivalent to zero clearly is a
step in the right direction. The positive definiteness will be considered to be fulfilled for the
rest of this chapter. For the gauge theories that are discussed in this thesis it will be proven
explicitly.

An essential property, which has to be fulfilled in order to obtain the positive definiteness,
is that the only elements in ker Ω with non-positive norm are the ones of im Ω. Otherwise,
there would be elements in V which are unequal to zero but have no positive norm, which
would contradict the desired positive definiteness of the cohomology.

In order to work with creation and annihilation operators instead of the abstract cohomol-
ogy of Ω, it is helpful to identify a subspace Vphys ⊂ ker Ω that is isometric isomorphic to the
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cohomology. If one is able to find creation operators a1†
p , ..., a

m†
p , for example operators that

correspond to different polarizations of the discussed particles, that (anti)commute with Ω,
but can not be written as (anti)commutators of Ω with some other operators, the space gener-
ated by these creation operators is a good candidate for such a Vphys. Clearly, it is contained
in ker Ω, since all the basis vectors al1†pl1

...alk†plk
|0〉 are contained in ker Ω:

Ωal1†pl1
...alk†plk

|0〉 = ±al1†pl1
...alk†plk

Ω|0〉 = 0, (2.4.64)

where |0〉 ∈ ker Ω has been exploited. Furthermore, an operator b†p that can be written as
(anti)commutator of Ω and another operator â†p can not be a generator for Vphys, because this
would mean that the element

b†p|0〉 = [Ω, â†p]±|0〉 = Ωâ†p|0〉 ∈ im Ω (2.4.65)

of Vphys has zero norm and is not zero itself. The assumption that V has a positive inner
product therefore does not allow the existence of such a vector in Vphys. In fact this strategy
to find Vphys works for the cases presented in this thesis.

Remark If one is only interested in the exterior fields, which is for example sufficient for a
non-interacting theory, the auxiliary fields BM can be integrated out, i.e. the Euler-Lagrange
equations for BM , which are

BM = − 1
α
GM , (2.4.66)

can be applied to SBRST to obtain the usual gauge fixed action

SGF = S − 1
2αG

MGM + η̄MηNδNGM . (2.4.67)

The BRST transformation of η̄M then becomes

δθη̄
M = 1

α
θGM . (2.4.68)

This gives just the transformations from the beginning for the U(1) case9. SGF is then invariant
under the resulting transformation that corresponds to δθ, but in order to ensure the nilpotency
of s, one has to use the Euler-Lagrange equations for η̄M , i.e. δLSGF

δη̄N
= 0. This follows from

the fact that s becomes
s = ηMδMφa

δL
δφa

+ 1
α
GM δL

δη̄M
(2.4.69)

in this case. By performing the same calculation as in the proof of Theorem 2.4.1, this then
leads to

s2 = 1
α
ηMδMφa

δLGN

δφa

δL
δη̄N

= 1
α
ηMδMGN

δL
δη̄N

= 1
α

δL
δη̄N

(
η̄RηMδMGR

) δL
δη̄N

= 1
α

δLSGF
δη̄N

δL
δη̄N

.

(2.4.70)

9 The BRST formalism for U(1) is presented in [17] by using this strategy.
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The application of Euler-Lagrange equations is of course no restriction for the exterior fields.
Under this additional requirement, the nilpotency of Ω and all its consequences are also guar-
anteed, since the only properties necessary to prove Ω2 = 0 are the nilpotency of s and the fact
that Ω raises the ghost number by one, which of course also remains valid. This procedure is
applied for the cases treated in this work, since only non-interacting fields are reviewed.

Furthermore, this leads to10

〈Ψ|GM |Ψ′〉 = −αi〈Ψ|[Ω, η̄M ]+|Ψ′〉 = 0, (2.4.71)

for any |Ψ〉, |Ψ′〉 ∈ ker Ω. This is the operator version of the classical gauge fixing condition
GM = 0. For the example, discussed at the beginning of the chapter, this is basically the way
how the Gupta-Bleuler condition shows up in the BRST formalism. How the actual condition
(2.4.10) comes into place will be discussed later on in the context of massless spin-2 particles.
It is only mentioned here to clarify that the BRST formalism is in fact a more rigorous version
of the manual quantization approach that has been performed at the beginning of this section.

2.4.5 Operators in the BRST Formalism
The last sections derived a very elegant formulation of physical states for gauge theories. They
are elements of the abstract space H, which is the completion of the cohomology V of a given
nilpotent and hermitian operator. This operator is defined on a vector space V with an inner
product which is neither positive nor definite. This construction of H is known as BRST
quantization. In order to learn more about the implications of this picture, the examination
of operators for the BRST formalism is a good point to start with.

To formulate operators on V that then can be extended to operators on H, the most intu-
itive way is to look at V first. In particular, the field operators Φa, that shall resemble any of
the fields φa, η̄M and ηM , are defined on this space. They can be used to formulate a special
type of operators, so-called smeared field operators. These are the elements of the polynomial
algebra F generated by operators of the form

Φi1x1 ...Φinxnf
x1...xn (2.4.72)

with a test function f that decreases sufficiently fast. Here the index a of Φa is explicitly
expressed as multi-index ix with a spacetime coordinate x and an additional index i from
some discrete index set. Let O be a given bounded and open subset of Minkowski space. The
subalgebra of F that is generated by monomials of the form (2.4.72) with test functions that

have compact support on
n︷ ︸︸ ︷

O × ...×O is denoted by F(O). Its elements are called smeared
local field operators.

In this context the definition of BRST transformations for smeared field operators can be
motivated. For this let RB be such an operator that consists only of bosonic monomials of
the form (2.4.72). Then its BRST transformation is defined as

δθR
B = θ[iΩ, RB]−. (2.4.73)

10The equation (2.4.71) is motivated from [9], where similar relations are presented.
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In an analogous way, the BRST transformation of an operator RF that consists only of
fermionic monomials is defined by

δθR
F = θ[iΩ, RF ]+. (2.4.74)

An arbitrary smeared operator R can always be decomposed into bosonic and fermionic parts,
i.e. R = RB +RF . Its BRST transformation is then given by

iδθR = θ[Ω, R]± = θ[Ω, RB]− + θ[Ω, RF ]+, (2.4.75)

where [·, ·]± shall indicate to take a commutator for the bosonic and an anticommutator for
the fermionic part of R. This definition of BRST transformations is clearly consistent with its
counterpart (2.4.32) for functionals11.

In order to bring operators on V in touch with operators on V, one needs to know how
an operator R on V , which does not necessarily have to be smeared, can be transformed into
an operator R̂ on V. The most intuitive way to do this would be to use the definition

R̂[|Ψ〉] = [R|Ψ〉], (2.4.76)

where [|Ψ〉] is one of the equivalence classes in V and |Ψ〉 ∈ ker Ω a particular representative
of it. But this definition only makes sense when the following two properties are fulfilled.

First R|Ψ〉 has to be contained in ker Ω for any representative of any equivalence class, i.e.

R ker Ω ⊆ ker Ω. (2.4.77)

Otherwise, one would not be able to find an equivalence class that contains R|Ψ〉. Second, the
definition of R̂ has to be independent of the special choice of the representative, which means
that R|Ψ〉 has to be in the same equivalence class as R(|Ψ〉 + |ω〉) for any |ω〉 ∈ im Ω. More
precisely, for any |ω〉 ∈ im Ω there must be another |ω̃〉 ∈ im Ω so that the relation

R|Ψ〉+R|ω〉 = R|Ψ〉+ |ω̃〉 (2.4.78)

holds. This is equivalent to the statement

R im Ω ⊆ im Ω. (2.4.79)

Clearly, not every operator R satisfies these two conditions, but to get an operator R̂ on the
actual physical space H from R they are unavoidable. So they can be regarded as additional
properties that R has to satisfy in order to have an actual physical meaning. Such operators
will be called physical operators from now on12. The algebraic structure that comes with Ω
can be used to prove the more or less powerful implications of (2.4.77) and (2.4.79) that are

11 These definitions of smeared field operators and their BRST transformations have been taken, up to some
notational conventions, from [9].

12 This definition of physical operators is motivated from the observable operators in [8] and [9]. These are
defined in a different, but equivalent way. The notation has been changed from observable to physical, since
observables are usually identified with operators that are hermitian. This restriction is not necessary for the
following discussion.



30 CHAPTER 2. MATHEMATICAL CONCEPTS

taken from [9] and given in the following theorems13. But before they can be formulated, two
additional assumptions for V , which are also taken from [9], have to be mentioned.

First the inner product on V is assumed to be non-degenerate, i.e. if the inner product
of a given |Ψ〉 ∈ V with any other element in V vanishes, then |Ψ〉 is zero. This is basically
no real restriction. If V would contain such elements that are non-trivial, they would clearly
form a subspace V0 ⊂ V . Therefore, in an analogous way as the transition from V to V was
motivated, one could abandon V and work with V/V0 instead, which has a non-degenerate
inner product, by construction.

Secondly the vacuum state, whose existence has already been assumed implicitly, is the
only vector that is invariant under translations and is cyclic with respect to F , i.e.

V = F|0〉. (2.4.80)

This is one of the general postulates of relativistic quantum field theory. It gives V a more
decent topological structure.

Theorem 2.4.3 Let R be an arbitrary operator on V, then following statements are equiva-
lent:

i.) R ker Ω ⊆ ker Ω and R† ker Ω ⊆ ker Ω.

ii.) R im Ω ⊆ im Ω and R† im Ω ⊆ im Ω.

iii.) For any |Ψ1〉, |Ψ2〉 ∈ ker Ω and |ω1〉, |ω2〉 ∈ im Ω the relation(
〈Ψ1|+ 〈ω1|

)
R
(
|Ψ2〉+ |ω2〉

)
= 〈Ψ1|R|Ψ2〉 (2.4.81)

holds.

iv.) R is a physical operator, i.e. R ker Ω ⊆ ker Ω and R im Ω ⊆ im Ω hold.

Proof: The statement can be shown by proving i.)⇒ ii.)⇒ iii.)⇒ i.) and iii.)⇔ iv.).

i.) ⇒ ii.): Let |ω〉 ∈ im Ω, then |ω〉 is in particular contained in ker Ω. So i.) implies
R†R|ω〉 ∈ ker Ω and therefore

〈ω|R†R|ω〉 = 0, (2.4.82)

since |ω〉 ∈ im Ω. But this means that R|ω〉, which is also an element of ker Ω, is a vector
with vanishing norm and therefore has to be contained in im Ω. So R im Ω ⊆ im Ω is proven.
R† im Ω ⊆ im Ω can be proven in just the same way.

ii.)⇒ iii.): Since R|ω2〉 and R†|ω1〉 are assumed to be contained in im Ω, one gets(
〈Ψ1|+ 〈ω1|

)
R|ω2〉 = 〈ω1|R|Ψ2〉 = 0 (2.4.83)

and therefore iii.).

13They can also be found in [8]. Furthermore, note that the proof of Theorem 2.4.3 is presented here in a
more detailed way than it is done in [8] or [9] and that its item iv.) is not mentioned there.
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iii.) ⇒ i.): Let |ς〉 ∈ V and |Ψ〉 ∈ ker Ω. Then Ω|ς〉 is contained in im Ω. Therefore, iii.)
implies, together with the hermiticity of Ω,

〈ς|ΩR|Ψ〉 = 0. (2.4.84)

Since |ς〉 was chosen to be an arbitrary element of V and the inner product on V is assumed
to be non-degenerate, one gets

ΩR|Ψ〉 = 0. (2.4.85)
That means R|Ψ〉 ∈ ker Ω for any |Ψ〉 ∈ ker Ω, which implies R ker Ω ⊆ ker Ω. The remaining
statement R† ker Ω ⊆ ker Ω can be proven in a completely analogous way. One only has to
look at the complex conjugate of (2.4.81) to find(

〈Ψ2|+ 〈ω2|
)
R†
(
|Ψ1〉+ |ω1〉

)
= 〈Ψ2|R†|Ψ1〉. (2.4.86)

So if R fulfills iii.), R† does it as well and the argumentation from above can be performed in
a completely analogous way.

iii.)⇔ iv.): The direction iii.)⇒ iv.) is already guaranteed by iii.)⇒ i.) and iii.)⇒ ii.). So
the only thing left to show is iv.)⇒ iii.).

Since R
(
|Ψ2〉+ |ω2〉

)
is assumed to be contained in ker Ω and |ω1〉 ∈ im Ω, one gets

〈ω1|R
(
|Ψ2〉+ |ω2〉

)
= 0. (2.4.87)

Furthermore, R|ω2〉 is assured to be contained in im Ω, this gives

〈Ψ1|R|ω2〉 = 0. (2.4.88)

These two properties clearly imply iii.). �

A direct consequence of this theorem is that the physical operators form a subalgebra of the
operators, i.e. if R1 and R2 are physical, then, along with any linear combination of them,
R1R2, R†1 and R†2 are, too.
Theorem 2.4.4 Let R ∈ F(O) be a smeared local operator on a bounded open spacetime
region O. Then [Ω, R]± = 0 holds if and only if ΩR|0〉 = 0 holds.

Proof: ⇒: Let [Ω, R]± = 0 and RB the bosonic and RF the fermionic part of R. Then one
finds

0 = [Ω, R]±|0〉 =
(
ΩRB −RBΩ + ΩRF +RFΩ

)
|0〉 = ΩR|0〉, (2.4.89)

since Ω|0〉 = 0.

⇐: Let ΩR|0〉 = 0. By keeping in mind that R is just a sum of monomials of the form (2.4.72),
one can easily verify that [Ω, R]± is also a smeared local operator, i.e. [Ω, R]± ∈ F(O). So,
by using Ω|0〉 = 0 once more, one finds

0 = ΩR|0〉 = [Ω, R]±|0〉. (2.4.90)

Therefore, [Ω, R]± is a smeared local operator that annihilates the vacuum. There is a theorem
that states that such an operator has to vanish itself. This is sometimes called the separating
property of the vacuum (see [9]). To prove it, a more detailed examination of the structure of V
is necessary that does not depend on the BRST formalism, but only on the general postulates
of relativistic quantum field theory and therefore will not be performed here. In particular,
the proof requires the cyclicity of |0〉 according to F and can be found in [9]. �
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Theorem 2.4.5 Let R ∈ F(O) be a smeared local operator on a bounded open spacetime
region O. Then R is physical if and only if it is invariant under BRST transformations, i.e.

[Ω, R]± = 0. (2.4.91)

Proof: Let RB be the bosonic and RF be the fermionic part of R. Then it is easy to see,
since Ω turns bosonic fields into fermionic ones and vice versa, that [Ω, RB]− is a fermionic
smeared local field operator and [Ω, RF ]+ a bosonic one. So [Ω, R]± = [Ω, RB]− + [Ω, RF ]+
does vanish if and only if [Ω, RB]− and [Ω, RF ]+ do. Therefore and since R only appears
linearly in all the mentioned relations, it is sufficient to proof the theorem for purely bosonic
and fermionic operators. So let R be either purely bosonic or fermionic from now on.

⇐: Let [Ω, R]± = 0, then clearly [Ω, R†]± = 0 holds, too. This implies

ΩR ker Ω = ∓RΩ ker Ω = {0} (2.4.92)

and
ΩR† ker Ω = ∓R†Ω ker Ω = {0} (2.4.93)

and therefore R ker Ω ⊆ ker Ω and R† ker Ω ⊆ ker Ω. This is according to Theorem 2.4.3 equiv-
alent to the physicality of R.

⇒: Let R ker Ω ⊆ ker Ω, then it follows

ΩR|0〉 = 0 (2.4.94)

and therefore, because of Theorem 2.4.4, [Ω, R]± = 0. �

The last theorem shows that a smeared local operator R has a physical meaning if and only if
it commutes with the BRST charge, or equivalently δθR = 0, i.e. R is BRST-invariant. This is
also what one would have expected from the physical point of view. The BRST transformation
for the fields φa basically is just a gauge transformation that is parametrized by θηM . And
since a physical operator should be gauge invariant, its BRST invariance would be a logical
consequence. However, it speaks for the BRST formalism that this condition does not has to
be demanded in some way, but is an immediate consequence of the structure of V.

Remark Note that for smeared local operators R a stronger version of Theorem 2.4.3 can be
shown. In the proof of Theorem 2.4.5 only the property R ker Ω ⊆ ker Ω has been used to
show [Ω, R]± = 0. Ω im Ω ⊆ im Ω, which is also guaranteed for a physical operator, has not
been required. Consequently, the last three theorems show the equivalence of the statements

i.) One, and therefore all of the statements from Theorem 2.4.3 hold for R.

ii.) R is BRST-invariant.

iii.) R|0〉 ∈ ker Ω.

iv.) R ker Ω ⊆ ker Ω.
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Theorem 2.4.3 also helps to understand how physical operators R, which do not necessarily
have to be smeared, can be transformed to operators R̃ that act on a subspace Vphys ⊂ ker Ω
that is isomorphic to V, in a way that is compatible with the isomorphism. This means, if I
is an isomorphism between V and Vphys one would like to find

R̃I = IR̂, (2.4.95)

because that leads to R̃1R̃2 = R̃1R2 for all physical operators R1 and R2. So all the commu-
tation relations would be the same as for R̂1 and R̂2 and consequently also the same as for R1
and R2.

Since Vphys is supposed to be interpreted as a subspace of ker Ω, it appears only natural to
demand that the inner product that originates from the isomorphy is just the one on V from
the beginning, i.e. I is considered to be an isometric isomorphism. This leads to the following
important result.

Theorem 2.4.6 Let Vphys ⊂ ker Ω be a vector space that is isometric isomorphic to V and
|Ψ〉 ∈ ker Ω. If there is a |ψ〉 ∈ Vphys such that [|Ψ〉] = [|ψ〉] holds, i.e. if the decomposition
|Ψ〉 = |ψ〉+ |ω〉 with |ψ〉 ∈ Vphys and |ω〉 ∈ im Ω exists, then it is unique.

Proof: Since V has a positive definite inner product, the one of Vphys has that property, too.
Since it is the same as on V ,

Vphys ∩ im Ω = {0} (2.4.96)

is the consequence. Now assume that there is another decomposition |Ψ〉 = |ψ′〉+ |ω′〉 of |Ψ〉
with |ψ′〉 ∈ Vphys and |ω′〉 ∈ im Ω. Then one gets

|ψ〉+ |ω〉 = |ψ′〉+ |ω′〉 ⇔ |ψ〉 − |ψ′〉 = |ω′〉 − |ω〉 (2.4.97)

and therefore (|ψ〉 − |ψ′〉) ∈ Vphys ∩ im Ω. This implies

|ψ〉 − |ψ′〉 = 0 (2.4.98)

and therefore |ψ〉 = |ψ′〉 and |ω〉 = |ω′〉, which proves the statement. �

Note that for a given Vphys the decomposition that is described in Theorem 2.4.6 does not
necessarily exist for every |Ψ〉 ∈ ker Ω. To see this, consider an arbitrary Vphys. Since this is
usually an infinite dimensional vector space, one can construct an actual subspace V ′phys ⊂ Vphys
that is isometric isomorphic to Vphys. Consequently, V ′phys is also isometric isomorphic to V.

But for a |ψ〉 ∈ Vphys\V ′phys there is no |ψ′〉 ∈ V ′phys such that [|ψ〉] = [|ψ′〉] holds. The
reason for this is the fact that |ψ′〉 would also be contained in Vphys. So Theorem 2.4.6 implies
|ψ〉 = |ψ′〉, which can not be true because of |ψ〉 ∈ Vphys\V ′phys and |ψ′〉 ∈ V ′phys. However,
one can always find a vector space that is isometric isomorphic to V and for that such a
decomposition is possible for all |Ψ〉 ∈ ker Ω.

Theorem 2.4.7 There is always a subspace Vphys ⊂ ker Ω that is isometric isomorphic to V
and contains for every |Ψ〉 ∈ ker Ω a |ψ〉 such that [|Ψ〉] = [|ψ〉] holds.
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Proof: Let B be a basis of V. Select for every element of B an element |ψα〉, such that

{[|ψα〉]}α∈I = B (2.4.99)

holds for a suitable set of indices I. The axiom of choice guarantees that this is always possible.
These |ψα〉 now can be used to define a mapping I between V and span{|ψα〉}α∈I ⊂ ker Ω. To
do so, one simply has to set

I[|ψα〉] = |ψα〉 (2.4.100)
to define it for the basis B and demand its linearity. By construction this mapping is linear
and surjective. Furthermore, one can easily show that it is also an isometry. This guarantees
that it is injective as well. The inverse of I is given by

I−1|ψ〉 = [|ψ〉] (2.4.101)

for all |ψ〉 ∈ span{|ψα〉}α∈I . So I is an isometric isomorphism between V and span{|ψα〉}α∈I .
By setting span{|ψα〉}α∈I = Vphys one clearly finds for every |Ψ〉 ∈ ker Ω a |ψ〉 ∈ Vphys such
that [|Ψ〉] = [|ψ〉] holds. Namely |ψ〉 = I[|Ψ〉]. �

In the following Vphys will always assumed to be a vector space such that for every |Ψ〉 ∈ ker Ω
there is a |ψ〉 ∈ Vphys for which the relation [|Ψ〉] = [|ψ〉] holds. According to Theorem 2.4.7
such a space always exists and because of Theorem 2.4.6, this |ψ〉 is then uniquely determined.
The reason for this choice of Vphys is the following theorem.

Theorem 2.4.8 Let X ⊂ ker Ω be a vector space such that for all |Ψ〉 ∈ ker Ω there is a
unique |ψ〉 ∈ X with [|Ψ〉] = [|ψ〉]. Then X is isometric isomorphic to V.

Proof: According to the assumptions, the mapping

I : V −→ X, [|Ψ〉] 7−→ |ψ〉 (2.4.102)

is well-defined, bijective and obviously linear. Furthermore, one gets

〈I[|Ψ〉]|I[|Ψ′〉]〉 = 〈[|Ψ〉]| [|Ψ′〉]〉 (2.4.103)

for all |Ψ〉, |Ψ′〉 ∈ ker Ω, which follows directly from the definition of the inner product on V.
So I is an isometry. Therefore, it is an isometric isomorphism between V an X. �

Remark This theorem offers a strategy to check whether V comes in fact with a positive
definite inner product. One only has to identify a subspace X ⊂ ker Ω, such that for all
|Ψ〉 ∈ ker Ω there is a unique |ψ〉 ∈ X with [|Ψ〉] = [|ψ〉]. This ensures that X is isometric
isomorphic to V and therefore V has a positive definite inner product, if and only if X has one.

The assumption that there is a unique |ψ〉 ∈ Vphys for every |Ψ〉 ∈ ker Ω with [|Ψ〉] = [|ψ〉],
suggests to take the mapping

I : V −→ Vphys, [|Ψ〉] 7−→ |ψ〉 (2.4.104)

as isomorphism. Clearly, I is also an isometry. It comes with the projection

P (0) : ker Ω −→ Vphys, |Ψ〉 7−→ |ψ〉 (2.4.105)
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as a shortcut from ker Ω to Vphys. Now let R be an arbitrary physical operator on V . Then
one finds

R̃|ψ〉 = IR̂[|ψ〉] = I[R|ψ〉] = P (0)R|ψ〉 (2.4.106)
for any |ψ〉 ∈ Vphys. So R̃ = P (0)R is the consequence. By construction it is clear that this
mapping must be compatible with the multiplication of operators, as described above. But
since P (0) is a projector, this does not seem to be easy to understand. Therefore, it is proven
explicitly.

Theorem 2.4.9 Let R1 and R2 be two physical operators on V. Then P (0)R1P
(0)R2 =

P (0)R1R2 holds on ker Ω.

Proof: Let |Ψ〉 ∈ ker Ω. Then R2|Ψ〉 is also contained in ker Ω, which means that there is a
|ω〉 ∈ im Ω such that

R2|Ψ〉 = P (0)R2|Ψ〉+ |ω〉 (2.4.107)
holds. Since P (0) im Ω = {0} and R1|ω〉 ∈ im Ω, one finds

P (0)R1R2|Ψ〉 = P (0)R1P
(0)R2|Ψ〉, (2.4.108)

which completes the proof. �

Note that this theorem gives an even stronger statement than necessary in order for this defi-
nition of R̃ to work. It would be sufficient that P (0)R1P

(0)R2 = P (0)R1R2 holds on Vphys. But
it is even true on all of ker Ω.

Earlier in this section it has been shown that every physical operator on V can be turned
into an operator on V. In fact Vphys can be used to show that the opposite is also true. For
every operator R on V there is a physical operator R on V that relates to R via

R = R̂. (2.4.109)

This is easy to see: By defining R = IRI−1 on Vphys and R = 0 on V⊥phys, one obtains an
operator that keeps ker Ω and im Ω invariant, since im Ω ⊂ V⊥phys and obviously relates to R
via (2.4.109), as can be shown by a simple calculation.

So one can work with Vphys instead ofV without loss of generality. The only thing necessary
is to identify a Vphys. For all operators on V there is a physical operator on V . These operators
can be applied to the elements of Vphys without any restrictions. One only has to project back
onto Vphys after all transformations have been performed.

As a final result for this section, note that operators (smeared or not) of the form

R = [Ω, R′]− + [Ω, R′′]+ (2.4.110)

where R′ and R′′ are other operators, clearly map ker Ω to im Ω. Therefore, they are certainly
physical. But since P (0)R vanishes, they are just manifestations of the mapping identical to
zero14. As a consequence, they can be neglected. Furthermore, all operators of the form

R = R1...Rm

(
[Ω, R′]− + [Ω, R′′]+

)
Rm+1...Rn, (2.4.111)

with some other physical operators R1, ..., Rn can be neglected, since P (0)R = 0, which follows
directly from Theorem 2.4.9.

14This is also mentioned in [9], however it is justified in a similar but different way.
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2.5 The Faddeev-Popov Determinant
During the adaptation of the generating functional in the last section the formulation of the
determinant of δNGM as a path integral over ghost fields, known as the Faddeev-Popov deter-
minant, has been performed without any comment. If GM is a Lorentz scalar, this method is
a well-known trick, which is discussed for example in [12] and [18]. But for spin-2 particles
a vectorial gauge fixing shows up. Consequently, the indices M and N also contain vector
indices µ and ν, i.e. there is a matrix of the form δνyGµx. The method how the formulation of
the determinant as path integral can be motivated for such a problem is basically the same as
in the scalar case. To do so, one has to consider a set of anticommuting Graßmann numbers
and formulate a concept of integration for them. This formulation, as performed here, is taken
from [18], with a few different notations. If one is interested in a more detailed discussion of
Graßmann variables, this is a good reference to start with.

Consider a Graßmann variable θ. Since θ2 = 0, the power series expansion of any analytic
function f in such a variable breaks down after the first order, i.e. any analytic function in θ
is of the form

f(θ) = a+ bθ, (2.5.1)
where a and b are complex constants. So the structure of analytic functions of a Graßmann
number is very simple and it is possible to introduce a concept of integration simply by setting∫

dθ
{
a+ bθ

}
= b. (2.5.2)

This integral comes with the substitution rule (see [16])∫
dθ′ = 1

c

∫
dθ, (2.5.3)

where θ′ = cθ for some complex number c.
These concepts can be generalized for an arbitrary number of n Graßmann variables θi

with
θiθj = −θjθi (2.5.4)

for i, j = 1, ..., n. One can introduce a complex conjugation on such sets of variables by setting

(θiθj)∗ = θj∗θi∗ = −θi∗θj∗, (2.5.5)

as pointed out in [12]. A power series of these fields clearly contains only terms where each θi
shows up at most one time. So an analytic function has the form

f(θ1, ..., θn) = a+ b1θ
1 + b2θ

2 + ...+ bnθ
n + b12θ

1θ2 + ...+ b12...nθ
1θ2...θn (2.5.6)

with complex coefficients a, b1,..., b12...n. The only term of order n in this power series clearly is
b12...nθ

1θ2...θn. So, analogous to the case of one Graßmann variable, one can define the integral
over f via ∫

dθ1dθ2...dθnf(θ1, ..., θn) = εnn−1...1b12...n. (2.5.7)

Here εi1...in is a Levi-Civita symbol. Note that εnn−1...1b12...n is just the coefficient of θnθn−1...θ1

in the series expansion of f . So the idea behind this definition is to ignore all the terms with
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order less than n and rearrange the θi in the term of order n such that the most inner integral,
i.e. the one for θn, can be performed just as in the case of n = 1, then the second most inner
integral can be performed and so on:∫

dθ1dθ2...dθnf(θ1, ..., θn) =
∫
dθ1dθ2...dθnb12...nθ

1...θn

=
∫
dθ1dθ2...dθnb12...nε

nn−1...1θnθn−1...θ1 = εnn−1...1b12...n

∫
dθ1dθ2...dθn−1θn−1...θ1

=... = εnn−1...1b12...n.

(2.5.8)

Note that it is possible to generalize the substitution rule (2.5.3). To do so, consider an
invertible n× n matrix mij of ordinary (i.e. commuting) numbers. Then one finds (see [16]),∫

dθ1′...dθn′ = 1
det(mij)

∫
dθ1...dθn, (2.5.9)

where θi′ =
∑n

j=1mijθ
j for i = 1, ..., n. Furthermore, it is easy to verify that∫

dθi1 ...dθin = εi1...in
∫
dθ1...dθn (2.5.10)

holds.

The definition of the integral now can be used to show that the determinant of any com-
plex n× n matrix aij can be written as

det (aij) =
∫ n∏

i=1

dθidθ̂i exp
( n∑
i,j=1

θ̂iθjaij

)
, (2.5.11)

where the θi and θ̂i form a set of 2n Graßmann variables and
∏n

i=1 dθ
idθ̂i is an abbreviation

for dθ1dθ̂1dθ2dθ̂2...dθndθ̂n. The proof of this can be found in [18]. This very nice result is the
center piece of the motivation to reformulate determinants as path integrals of ghost fields for
the generating functional in the scalar case. However, the argumentation for the non-scalar
case works in just the same way. Consider a set of 8n Graßmann variables θµi, θ̂µi with
i = 1, ..., n and µ = 0, ..., 3, as usual. Furthermore, let aµi,νj be the matrix elements of a
linear mapping in these variables. The trick how this apparently more complicated case can
be reduced to the previous one is simply to introduce a new set of indices I, J = 1, ..., 4n and
to use them to rename the Graßmann variables and matrix components:

Θ1 = θ01, Θ2 = θ11, ..., Θ4 = θ31, ..., Θ4n = θ3n, (2.5.12)
Θ̂1 = θ̂01, Θ̂2 = θ̂11, ..., Θ̂4 = θ̂31, ..., Θ̂4n = θ̂3n and (2.5.13)
A11 = a01,01, A21 = a11,01, ..., A41 = a31,01, ..., A4n4n = a3n,3n. (2.5.14)

This then leads to

det (AIJ) =
∫ 4n∏

I=1

dΘIdΘ̂I exp
( 4n∑
I,J=1

Θ̂IΘJAIJ

)
=
∫ n∏

i=1

3∏
µ=0

dθµidθ̂µi exp
( n∑
i,j=1

3∑
µ,ν=0

θ̂µiθνjaµi,νj

)
.

(2.5.15)
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And since det (AIJ) = det (aµi,νj) clearly holds, it follows

det (aµi,νj) =
∫ n∏

i=1

3∏
µ=0

dθµidθ̂µi exp
( n∑
i,j=1

3∑
µ,ν=0

θ̂µiθνjaµi,νj

)
. (2.5.16)

At this point the Graßmann variables can be considered to be real, i.e. θµi = θµi∗ and θ̂µi = θ̂µi∗.
By substituting θ̂µj = iθ̄µj one can formulate the integral by using new variables θ̄µj with

θ̄µj∗ = −θ̄µj. (2.5.17)

This is an important feature, since it implies

(θ̄µiθνj)∗ = −θνj θ̄µi = θ̄µiθνj, (2.5.18)

which will guarantee that the action SBRST is real valued. By performing this substitution
and using (2.5.10) together with the Einstein summation convention, one finds

det (aµi,νj) ∝
∫ n∏

i=1

3∏
µ=0

dθ̄µi
n∏
j=1

3∏
ν=0

dθνj exp
(
i

n∑
i,j=1

θ̄µiθνjaµi,νj

)
. (2.5.19)

The path integral transition i, j −→ x, y ∈ R4, θ̄µi, θνj −→ η̄µx, ηνy then gives

det(δνyGµx) ∝
∫ ∏

x

3∏
µ=0

dη̄µx
∏
y

3∏
ν=0

dηνyeiη̄
µxηνyδνyGµx (2.5.20)

for the matrix δνyGµx. This is just the relation (2.4.23) for this special choice of δNGM . Fur-
thermore, at the level of operators, the relation θ̄µi∗ = −θ̄µi causes the antihermiticity of the
operator η̄µx, i.e. η̄µx† = −η̄µx.

2.6 The Stückelberg Trick
The BRST formalism clearly can only be introduced for gauge theories. But not every action
that is supposed to be used to formulate a quantum theory comes with a gauge invariance.
As an example consider the action

S[Aµ] =
∫
d4x
{
− 1

4FµνF
µν − m2

2 AµA
µ
}
. (2.6.1)

The corresponding Euler-Lagrange equations are

δLS

δAµ
= �Aµ − ∂µ∂νAν −m2Aµ = 0. (2.6.2)

By contracting them with ∂µ, one finds ∂µAµ = 0 for m 6= 0. This obviously shows that the
Euler-Lagrange equations are equivalent to the set of equations

(�−m2)Aµ = 0 and ∂µA
µ = 0. (2.6.3)



2.6. THE STÜCKELBERG TRICK 39

According to Section 2.3 S therefore describes a spin-1 field of mass m. The mass term∫
d4xm

2

2 AµA
µ is not invariant under the gauge transformations, known from the massless case.

Therefore, the action S itself is also not gauge invariant. So the BRST formalism can not be
applied in order to quantize massive spin-1 fields. However, the problems that occur when
one is trying to canonically quantize the massless theory are also present here. Again, it is not
possible to introduce canonical momenta for all of the field components Aµ and even worse,
this time there is no gauge invariance, so one can not introduce a gauge fixing in order to solve
this dilemma. One way to quantize Aµ is to restore the gauge invariance from the massless
case.

As already mentioned in the introduction, the most prominent way to obtain a concept
of gauge transformations for massive fields is to apply the Higgs mechanism. But since this
would require an actual modification of the theory, this approach will not be pursued here.
Instead of that, the Stückelberg trick shall be applied. The way as it is presented here is taken
from [5]. It is quite pragmatic and focuses only on the goal to restore the gauge invariance.
There are more profound ways to formulate it. If one is interested in a description, how the
Stückelberg trick was originally motivated, [13] is a good paper to start with. It can also be for-
mulated in the context of path integrals, which is done in [14]. In [7] it is applied to introduce a
gauge invariance for massive spin-1 fields, which then is used for a BRST quantization of them.

The idea behind the Stückelberg trick is to introduce a new scalar field φ̂, the so-called Stü-
ckelberg field, and to replace S[Aµ] by a new action

S ′[Aµ, φ̂] = S[Aµ + ∂µφ̂], (2.6.4)

i.e. Aµ is just replaced by Aµ + ∂µφ̂ in S. Note that the transition Aµ −→ Aµ + ∂µφ̂ has just
the form of a gauge transformation of Aµ. This new action S ′ clearly is invariant under the
gauge transformation

Aµ 7−→ Aµ + ∂µΛ, φ̂ 7−→ φ̂− Λ. (2.6.5)

This invariance has nothing to do with the special form of S but only with the way, how S ′ is
obtained from S, i.e. (2.6.4). Furthermore, note that the gauge transformations of φ̂ indicate
that it is just a redundant, unphysical degree of freedom. All its field configurations can be
turned into each other by performing a suitable gauge transformation and therefore can be
regarded as equivalent, from the physical point of view. By fixing the gauge φ̂ = 0 or more
precisely, by performing a gauge transformation with Λ = φ̂, one can restore S from S ′. So
in this context S is interpreted as a special gauge fixed case that comes from a more general
gauge theory, described by S ′.

Note that the Higgs mechanism also allows to restore the original action of the massive par-
ticle by choosing a sufficient gauge, the so-called unitarity gauge (see [11]). However, there
is a significant difference between the Higgs mechanism and the Stückelberg trick: The Higgs
mechanism starts with a gauge field that is considered to be massless and introduces a new
field that interacts with the former. This new field is constructed in such a way that it has a
non-vanishing vacuum expectation value. The interactions, in combination with this vacuum
expectation value, cause terms in the action that look like a mass term in a certain gauge15.

15An introduction to the Higgs mechanism can be found in [11]
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The Stückelberg trick on the other hand starts with a field that is assumed to be massive
from the very beginning of the discussion and then forces the corresponding action to be gauge
invariant by introducing additional, redundant degrees of freedom.

Nevertheless, it is important to mention that it is also possible to motivate the Stückelberg
trick from the Higgs mechanism. For this, one has to interpret the Stückelberg field as the
phase of a Higgs field. This quite intriguing approach is presented in [13].

The Stückelberg trick obviously can be generalized to turn any action for any set of fields
φa into a gauge invariant action, simply by replacing φa with φa + φ̂MδMφa. The resulting
action then is invariant under the gauge transformations

φa 7−→ φa + ξMδMφa, φ̂M 7−→ φ̂M − ξM (2.6.6)

and the Stückelberg field φ̂M clearly provides no additional physical degree of freedom, once
more. The fields that are supposed to be quantized in this thesis are either massless and
the corresponding action already carries a gauge invariance or the massive generalization of
such fields. So the choice of the gauge transformations for the latter can be motivated from
the massless case. This offers an interesting way to smoothly pass from the massive to the
massless case. To understand this, consider the vector field Aµ once more. In the massive case
it comes with three degrees of freedom, since it describes a massive spin-1 field, but for m = 0
there are only two. So the transition from massive to massless spin-1 fields can not be smooth.
However, the Stückelberg trick helps to fix this problem. To see this, first the substitution
φ̂ = 1

m
φ has to be performed. This leads to the action

SStb[Aµ, φ] = S ′[Aµ,
1
m
φ] =

∫
d4x
{
− 1

4FµνF
µν − m2

2 AµA
µ − 1

2∂µφ∂
µφ−mAµ∂µφ

}
, (2.6.7)

which comes with the gauge transformations

Aµ 7−→ Aµ + ∂µΛ, φ 7−→ φ−mΛ. (2.6.8)

For the massive case, this action describes three physical degrees of freedom, which are all
manifested in Aµ. In the limit m −→ 0, SStb describes a massless spin-1 field, which has
two degrees of freedom, and an additional decoupled scalar field, that carries one degree of
freedom. The field φ does no longer change under gauge transformations, therefore this degree
of freedom can now be regarded as an actual, physical one. So the total number of degrees
of freedom is conserved in the limit of a massless field, which is necessary for the limit to
be smooth16. For spin-2 fields, as discussed below, an analogous method can be applied to
conserve the total number of degrees of freedom.

Another interesting aspect of the Stückelberg formalism is the fact that it does not destroy the
invariance of a theory under a set of gauge transformations δ̃N as long as they commute with
the transformations δM that shall be introduced, φ̂M is invariant under them and φa+φ̂MδMφa
transforms like φa under them, i.e.

[δM , δ̃N ]− = 0, δ̃N φ̂
M = 0 and δ̃N(φa + φ̂MδMφa) = δ̃Nφa

∣∣
φa=φa+φ̂M δMφa

. (2.6.9)

16 This strategy, that allows to preserve the total number of physical degrees of freedom, is also taken
from [5].
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This can be seen quite easily. Let S[φa] = S[φa + ξ̃N δ̃Nφa] be the action of interest. Then one
finds

S ′[φa + ξ̃N δ̃Nφa, φ̂
M + ξ̃N δ̃N φ̂

M ] =S ′[φa + ξ̃N δ̃Nφa, φ̂
M ]

=S[φa + ξ̃N δ̃Nφa + φ̂MδMφa + ξ̃N φ̂MδM δ̃Nφa]
=S[φa + φ̂MδMφa + ξ̃N δ̃N(φa + φ̂MδMφa)]
=S[φa + ξ̃N δ̃Nφa]

∣∣
φa=φa+φ̂M δMφa

=S[φa + φ̂MδMφa] = S ′[φa, φ̂M ].

(2.6.10)

So as long as one ensures that the new gauge transformations from the Stückelberg formalism
commute with the old ones that might already exist, these old ones are not expanded to
transform φ̂M and the modified argument of S behaves like the original φa, the Stückelberg
trick does not destroy any existing gauge structure.





Chapter 3

Spin-2 Particles

Now, since the necessary mathematical tools have been introduced, it is time to construct an
action that can be used to formulate quantized spin-2 particles. To do so, one starts with the
action that describes classical spin-2 fields. However, it turns out that this action does not
carry a gauge invariance in the massive case. Therefore, one has to introduce a such with the
help of Stückelberg fields in order to apply the BRST formalism.

3.1 The Fierz-Pauli Action
To describe classical spin-2 particles, the Fierz-Pauli action

S[hµν ] =
∫
d4xL =

∫
d4x
{
− 1

2∂λhµν∂
λhµν + ∂µhνλ∂

νhµλ

− ∂µhµν∂νh+ 1
2∂λh∂

λh− 1
2m

2(hµνhµν − h2)
} (3.1.1)

can be used. Here hµν is a symmetric tensor and h = hµµ. Note that S
∣∣
m=0 is invariant under

gauge transformations of the form

hµν 7−→ hµν + ∂µξν + ∂νξµ, (3.1.2)

for any vector field ξµ that falls off sufficiently fast at infinity. This can be shown by a straight-
forward calculation and the use of the method of partial integration. This will play a crucial
role in the following chapters.

There are two possibilities to justify that S in fact represents spin-2 particles. The first is
to perform a Legendre transformation in the spatial parts hij of the field. This gives a Hamil-
tonian that allows to count the degrees of freedom. The corresponding discussion is taken
from [5]. It requires some results from a more detailed mathematical analysis of gauge theories
and constraints. They will be used without a proof in this thesis. For a detailed mathematical
discussion of gauge theories in this context, the reference [4] is highly recommended.

To apply this method of counting the degrees of freedom, the transformation

L 7−→ L̃ = L+ df

dt
, (3.1.3)

43
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with
f(hµν , ∂ihµν) = (h00 + hii)∂jhj0, (3.1.4)

of the Lagrangian has to be performed. The transformation clearly breaks the Lorentz invari-
ance of the Lagrangian. This is acceptable, since this transformation is only done to get a
decent Hamiltonian, which of course also does not carry the Lorentz invariance. The fact that
the transformation (3.1.3) does not change the physical system follows from Theorem 2.2.1.
The resulting momenta have the form

π̃ij = δLL̃

δḣij
= ḣij − ḣkkδij + 2∂(ihj)0 + 2∂khk0δ

ij, (3.1.5)

where L̃ is the Lagrangian function corresponding to L̃. Contracting with gij implies

π̃ii = −2ḣii + 4∂ihi0, (3.1.6)

which can be used to get

ḣij = π̃ij −
1
2 π̃

k
kδij + 2∂(ihj)0. (3.1.7)

By performing some partial integrations corresponding to spatial derivatives, this leads to∫
d4xL̃ =

∫
d4x
{
ḣijπ̃

ij−H0 +2h0i∂jπ̃
ij−m2hi0h

i0 +h00(∂i∂ihjj−∂i∂jhij−m2hii)
}
, (3.1.8)

where

H0 =1
2 π̃ijπ̃

ij − 1
4(π̃ii)2 + 1

2∂khij∂
khij − ∂ihjk∂jhik

+ ∂ih
ij∂jh

k
k −

1
2∂

ihjj∂ih
k
k + 1

2m
2(hijhij − (hii)2).

(3.1.9)

Note that, since the Legendre transformation was performed only for the spatial field compo-
nents, the canonical equations will not give the dynamics for all components of hµν . To do a
Legendre transformation for all field components, a gauge fixing has to be introduced. This is
done in Section 3.3 after some additional modifications of L. Nevertheless, the procedure pre-
sented here is mathematically correct and can be regarded just as a helpful way to formulate
the action S, such that the counting of the degrees of freedom becomes easier.

Remark It is also possible to derive (3.1.8) by Legendre transforming L and applying Theorem
2.2.2. This Legendre transformation leads to the momenta

πij = ḣij − ḣkkδij + 2∂(ihj)0 + ∂khk0δ
ij (3.1.10)

and therefore gives, by using the same trick as before,

ḣij = πij −
1
2(πkk + ∂khk0)δij + 2∂(ihj)0. (3.1.11)
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This results in the Hamiltonian

H = ḣijπ
ij − L =1

2πij(π
ij − 4∂ihj0)− 1

4π
i
i(πjj + 2∂jhj0)

+ 1
2∂ihjk(∂

ihjk − 2∂khij)− ∂ihij∂jh00

+ 1
2∂

ihjj(2∂khki + 2∂ih00 − 2ḣ0i − ∂ihkk)

+ ∂ihi0(ḣ00 −
3
4∂

jhj0) + 2∂ihj0∂jhi0 − ∂ih00ḣi0

+ 1
2m

2(hijhij + 2h00h
i
i − (hii)2 + 2hi0hi0).

(3.1.12)

Finally, by using f as defined in (3.1.4) and Theorem 2.2.2, one gets the Hamiltonian

H̃ =1
2 π̃ij(π̃

ij − 4∂ihj0)− 1
4(π̃ii)2

+ 1
2∂ihjk(∂

ihjk − 2∂khij)− ∂ihij∂jh00

+ 1
2∂

ihjj(2∂khki + 2∂ih00 − 2ḣ0i − ∂ihkk)

− ∂iḣi0(hjj + h00)− ∂ih00ḣi0 − 2(∂ihj0∂jhi0 + (∂ihi0)2)

+ 1
2m

2(hijhij + 2h00h
i
i − (hii)2 + 2hi0hi0),

(3.1.13)

which differs only by some partial integrations corresponding to spatial derivatives from

H0 − (2h0i∂jπ̃
ij −m2hi0h

i0 + h00(∂i∂ihjj − ∂i∂jhij −m2hii)), (3.1.14)

i.e. the Hamiltonian that belongs to L̃. Note that the dynamics of the fields h0µ are not given
by the canonical equations. Therefore, they have to be regarded as additional exterior fields
during the transformation from H to H̃.

To count the degrees of freedom, first consider m = 0. Then the fields h0µ in (3.1.8) can
be interpreted as Lagrange multipliers that imply the four constraints

χj = ∂iπ̃
ij = 0 and χ4 = ∂i∂ih

j
j − ∂i∂jhij = 0. (3.1.15)

One can show by a straightforward calculation that the Poisson bracket of every pair of them
vanishes, i.e.

{χa(t,x), χb(t,y)} =
∫
d3x′

{δLχa(t,x)
δhij(x′)

δLχ
b(t,y)

δπ̃ij(x′) −
δLχ

a(t,x)
δπ̃ij(x′)

δLχ
b(t,y)

δhij(x′)

}
= 0 (3.1.16)

for all a, b = 1, ..., 4. So in particular, they vanish on the surface on which χa = 0 holds for all
a = 1, ..., 4. Therefore, these constraints are so-called first class constraints. Furthermore, it is
easy to see that they are all independent from each other, which means no constraint χa = 0
is a consequence of the other ones, i.e. χb = 0 for all b 6= a. In addition, one can easily show
that

{H0(t), χ4(t,x)} =
∫
d3x′

{δLH0(t)
δhij(x′)

δLχ
4(t,x)

δπ̃ij(x′) −
δLH0(t)
δπ̃ij(x′)

δLχ
4(t,x)

δhij(x′)

}
=∂i∂jπ̃ij(t,x)

(3.1.17)
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and
{H0(t), χj(t,x)} = 0 (3.1.18)

hold. H0 is the Hamiltonian function that corresponds to H0. So on the surface on which
χa = 0 holds for all a = 1, ..., 4 those Poisson brackets vanish as well. This means that
H0 is a first class Hamiltonian. This property and the ones for the Poisson brackets of the
constraints show that (3.1.8) describes a so-called first class gauge system. So there are four
gauge invariances, which are generated by the four constraints.

Now the counting of the degrees of freedom is quite simple: The four constraints restrict
the dynamics on the 12-dimensional phase space that is spanned on each space point by the
symmetric fields π̃ij and hij to an eight-dimensional surface. Furthermore, the four gauge
invariances imply that the gauge orbits are four-dimensional. Therefore, the quotient of the
surface by the orbits, i.e. the set of equivalence classes that corresponds to the physical degrees
of freedom, is four dimensional. So there are two polarizations and their conjugate momenta,
which is just the desired number of degrees of freedom for massless spin-2 particles.

The massive case is a little more subtle since the h0i now appear quadratically and there-
fore can no longer be interpreted as Lagrange multipliers. Instead they are fields that obey
the algebraic equations of motion

h0i = − 1
m2∂

jπij, (3.1.19)

which is an immediate result of the usual variation principle formalism. Applying this to S
suggests to introduce another Hamiltonian

H′0 = H0 + 1
m2∂

jπij∂kπ
ik. (3.1.20)

This allows to write S as

S =
∫
d4x
{
ḣijπ̃

ij −H′0 + h00(∂i∂ihjj − ∂i∂jhij −m2hii)
}
. (3.1.21)

h00 again is a Lagrange multiplier. It gives the constraint

χ = −∂i∂ihjj + ∂i∂jhij +m2hii = 0. (3.1.22)

The Hamiltonian is now no longer first class, since the Poisson bracket

{H ′0, χ} = 1
2m

2π̃ii + ∂i∂jπ̃
ij (3.1.23)

does not vanish on the surface on which χ = 0 holds. So one finds a secondary constraint:

χ′ = {H ′0, χ}
!= 0. (3.1.24)

This set of constraints is secondary class, i.e. not first class, since

{χ(t,x), χ′(t,y)} = 3
2m

4δ(x− y). (3.1.25)

This means that there is no additional gauge freedom. So the two constraints restrict the
dynamics to a 10-dimensional surface in the 12-dimensional phase space, i.e. there are five
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degrees of freedom and their conjugate momenta, which is the case for massive spin-2 particles.

The second way to verify that the Fierz-Pauli action actually describes spin-2 particles is
to check whether the solutions of the Euler-Lagrange equations are just the fields presented in
Section 2.3. That means the fields have to be symmetric, which is guaranteed by construction
and the Euler-Lagrange equations must be equivalent to

h = 0, (�−m2)hµν = 0, ∂µhµν = 0 (3.1.26)

for the massive and
�hµν − ∂λ∂µhλν − ∂λ∂νhλµ + ∂µ∂νh = 0 (3.1.27)

for the massless case. But this is quite easy to check: For an arbitrary mass, the Euler-Lagrange
equations read

�hµν − ∂λ∂µhλν − ∂λ∂νhλµ + ∂µ∂νh+ (∂λ∂ρhλρ −�h)gµν −m2(hµν − hgµν) = 0. (3.1.28)

For the massive case the proof of the equivalence of (3.1.26) and (3.1.28) is taken from [5]. By
acting with ∂µ on the Euler-Lagrange equations, one gets

∂µhµν − ∂νh = 0. (3.1.29)

This can be applied to the Euler-Lagrange equations to get

�hµν − ∂µ∂νh−m2(hµν − hgµν) = 0. (3.1.30)

The contraction of this relation with gµν then implies h = 0, which turns (3.1.29) into
∂µhµν = 0 and (3.1.30) into (� − m2)hµν = 0. So (3.1.28) implies (3.1.26). The other di-
rection can be shown by applying (3.1.26) to (3.1.28).

The massless case can be treated in a very similar way. Set m = 0 in (3.1.28) and contract it
with gµν to get

�h− ∂λ∂ρhλρ = 0. (3.1.31)

By plugging this back into (3.1.28), one gets (3.1.27). Contracting this with gµν once more
gives (3.1.31) and therefore (∂λ∂ρhλρ −�h)gµν , which is 0, can be added to (3.1.27) to regain
(3.1.28). Thus the two sets of equations are equivalent.

The massive spin-2 fields, i.e. the solutions of (3.1.26), can easily be found. In particular,
they are solutions of the massive Klein-Gordon equation. So they can be written as an inte-
gral over the momentum space in the following way1:

hµν(x) =
∫
d̃p
{
h̃µν(p)eipx + h̃∗µν(p)e−ipx

}
. (3.1.32)

The remaining two equations from (3.1.26) obviously imply

pµh̃µν(p) = 0 and h̃(p) = 0. (3.1.33)
1The following discussion is taken from [5].
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The solutions of these equations span a vector space. One can choose an orthonormal basis
ε̂rµν(p) of this space, i.e. the space of the classical spin-2 polarizations. By doing so it is
possible to find suitable functions nrp for every spin-2 field configuration hµν , such that it can
be expressed as a linear combination of the form

hµν(x) =
∫
d̃p
∑
r

{
nrpε̂

r
µν(p)eipx + nr∗p ε̂

r∗
µν(p)e−ipx

}
. (3.1.34)

A more detailed discussion of the structure this basis can be chosen to have is given in [5].
So a naive quantization approach would be to replace all the nrp with annihilation and

their complex conjugates with the corresponding creation operators. The result would be an
operator that generates fields that carry the polarizations of a classical spin-2 field. This is
just what one would expect from an appropriate quantization of spin-2 fields. Therefore, in
order for the BRST quantization to be physically meaningful, it must be possible to identify
the resulting physical vector space with the space that is generated by the classical spin-2
polarizations.

3.2 The Stückelberg Trick in the Massive Case
As mentioned before, the gauge invariance of the Fierz-Pauli action for a finite mass has to
be restored from the massless case in order to perform the BRST procedure. This restoration
can be done by using the Stückelberg trick to introduce new fields that carry no additional
degrees of freedom. The application of the trick, as it is presented here, is taken from [5].
There it is performed in order to solve a different quite interesting problem, known as the
vDVZ-discontinuity (van Dam, Veltman, Zakharov). The massless Fierz-Pauli action is used
in this paper to formulate a linearization of gravity (see Section 7.3 for more details) and
a corresponding generalization by adding the mass term. It turns out that some physical
predictions like the light bending angle in the massless case are not compatible with the
predictions resulting from the massive case by taking the limit m −→ 0, as one would hope.

That the transition from the massive to the massless case is not that simple can already
be seen by counting the physical degrees of freedom. While for the massive case there are five,
the massless case offers only two degrees of freedom. So it should not be surprising that the
massless particles can not just be treated as a special case of the massive ones.

In order to formulate spin-2 particles in a way that conserves the total number of degrees of
freedom, Stückelberg fields that remain unphysical as long as m 6= 0 holds, but turn physical
and offer the missing three degrees of freedom for m = 0, are introduced.

The first step to obtain this quite desirable connection between the massive and the mass-
less case is to introduce a vectorial Stückelberg field Âµ by replacing hµν with hµν+∂µÂν+∂νÂµ
in the Fierz-Pauli action. By exploiting the gauge invariance of the massless case and perform-
ing some partial integrations, one obtains the action

S ′[hµν , Âµ] =
∫
d4x
{
Lm=0(hµν , ∂λhµν)−

1
2m

2(hµνhµν − h2)

− 1
2m

2F̂µνF̂
µν − 2m2(hµν∂µÂν − h∂µÂµ)

}
,

(3.2.1)

where Lm=0 = L
∣∣
m=0 and F̂µν = ∂µÂν−∂νÂµ. In order to prevent the terms of the Stückelberg
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field to vanish for m = 0, Âµ needs to be rescaled by

Âµ = 1
m
Aµ. (3.2.2)

This leads to the action

S ′′[hµν , Aµ] =
∫
d4x
{
Lm=0(hµν , ∂λhµν)−

1
2m

2(hµνhµν − h2)

− 1
2FµνF

µν − 2m(hµν∂µAν − h∂µAµ)
}
,

(3.2.3)

with Fµν = ∂µAν − ∂νAµ. It is easy to check that S ′′ is invariant under the gauge transforma-
tions

hµν 7−→ hµν + ∂µξν + ∂νξµ, Aµ 7−→ Aµ −mξµ. (3.2.4)

For m = 0, S ′′ simply describes a massless spin-2 field and a massless spin-1 field. The total
number of degrees of freedom therefore obviously is four. So there still is one degree of freedom
missing. This can be changed by performing the Stückelberg trick once more, but this time
on Aµ. By replacing Aµ with Aµ + ∂µφ̂, where φ̂ is a scalar field, one can translate the gauge
invariance under Aµ 7−→ Aµ + ∂µΛ from the massless case to the case of arbitrary mass. Λ is
supposed to be an arbitrary function that falls off sufficiently fast at infinity. The result is the
action

S ′′′[hµν , Aµ, φ̂] =
∫
d4x
{
Lm=0(hµν , ∂λhµν)−

1
2m

2(hµνhµν − h2)− 1
2FµνF

µν

− 2m(hµν∂µAν − h∂µAµ)− 2m(hµν∂µ∂νφ̂− h�φ̂)
}
,

(3.2.5)

which is invariant under the two distinct gauge transformations

hµν 7−→ hµν + ∂µξν + ∂νξµ, Aµ 7−→ Aµ −mξµ, φ̂ 7−→ φ̂ and (3.2.6)
hµν 7−→ hµν , Aµ 7−→ Aµ + ∂µΛ, φ̂ 7−→ φ̂− Λ. (3.2.7)

Again, in order to prevent the additional scalar field terms from vanishing for m = 0, a
rescaling of the form φ̂ = 1

m
φ is necessary. This gives the action

S ′′′′[hµν , Aµ, φ] =
∫
d4x
{
Lm=0(hµν , ∂λhµν)−

1
2m

2(hµνhµν − h2)− 1
2FµνF

µν

− 2m(hµν∂µAν − h∂µAµ)− 2(hµν∂µ∂νφ− h�φ)
} (3.2.8)

and the corresponding gauge transformations

hµν 7−→ hµν , Aµ 7−→ Aµ + ∂µΛ, φ 7−→ φ−mΛ. (3.2.9)

In order to see that this action in fact always gives five degrees of freedom, one last substitution
needs to be performed:

hµν = h′µν + φgµν . (3.2.10)
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This results in the final form of the action, which will be referred to as SStb.

SStb[h′µν , Aµ, φ] =
∫
d4x
{
Lm=0(h′µν , ∂λh′µν)−

1
2m

2(h′µνh′µν − h′2)− 1
2FµνF

µν

+ 3φ(� + 2m2)φ− 2m(h′µν∂µAν − h′∂µAµ)

+ 3(m2h′φ+ 2mφ∂µAµ)
}
.

(3.2.11)

It is invariant under the gauge transformations

h′µν 7−→ h′µν + δih′µν , Aµ 7−→ Aµ + δiAµ, φ 7−→ φ+ δiφ (3.2.12)

with

δ1h′µν = ∂µξν + ∂νξµ, δ1Aµ = −mξµ, δ1φ = 0 and (3.2.13)
δ2h′µν = mΛgµν , δ2Aµ = ∂µΛ, δ2φ = −mΛ. (3.2.14)

The corresponding Lagrangian, i.e. the integrand of (3.2.11), shall be denoted as LStb. For
m = 0 one can see that SStb simply is the action for a massless spin-2 field, a massless spin-1
field and a massless scalar field, which completely decouple from each other. They carry the
desired five degrees of freedom. Also the gauge transformations turn into the ones which are
characteristic for those fields.

Furthermore, in the massive case all the field configurations of the Stückelberg fields are
equivalent with respect to gauge transformations. By choosing the gauge transformations with
ξµ = 1

m
Aµ and Λ = 1

m
φ, one regains the Fierz-Pauli action for h′µν . For m = 0 the Stückelberg

fields become physical and offer the remaining three degrees of freedom, just as described
above.

As a last statement of this section note that the gauge transformations (3.2.13) and (3.2.14)
do nothing but adding extra terms to the fields, which themselves are invariant under gauge
transformations. So they clearly commute with each other.

3.3 Gauge Fixings for Spin-2 Particles
The next step is to formulate gauge fixings that are suitable for a quantization of the fields. But
before a gauge fixed action can be derived, one has to ensure that all the gauge transformations
are independent from each other, as pointed out in Section 2.4.2. By using the De Witt
notation, the gauge transformations can be written as

δ1h′µν(x) = ξλyδ1λyh
′
µνx with δ1λyh

′
µνx = −

(
gλν

∂

∂yµ
+ gλµ

∂

∂yν

)
δ(x− y), (3.3.1)

δ1Aµ(x) = ξλyδ1λyAµx with δ1λyAµx = −mgλµδ(x− y), (3.3.2)
δ1φ(x) = ξλyδ1λyφx with δ1λyφx = 0, (3.3.3)
δ2h′µν(x) = Λyδ2yh

′
µνx with δ2yh

′
µνx = mgµνδ(x− y), (3.3.4)

δ2Aµ(x) = Λyδ2yAµx with δ2yAµx = − ∂

∂yµ
δ(x− y) and (3.3.5)

δ2φ(x) = Λyδ2yφx with δ2yφx = −mδ(x− y). (3.3.6)
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So to check the independence of all gauge transformations, the relation

ξλyδ1λy + Λyδ2y = 0 ⇔ ξµ = 0 and Λ = 0 (3.3.7)

has to be shown. For the massive case this is quite trivial. By applying ξλyδ1λy + Λyδ2y to φ
one gets

0 = ξλyδ1λyφx + Λyδ2yφx = −mΛ(x) (3.3.8)
and therefore Λ = 0. This result can be used to derive

0 = ξλyδ1λyAµx + Λyδ2yAµx = −mξµ(x), (3.3.9)

which implies ξµ = 0.

The massless case however requires a closer look. Here one gets

0 = ξλyδ1λyAµx + Λyδ2yAµx = ∂µΛ(x), (3.3.10)

so Λ has to be constant and in order for it to vanish at infinity, it has to vanish everywhere.
ξµ can be treated in a similar way. The relation

0 = ξλyδ1λyh
′
µνx + Λyδ2yh

′
µνx = ∂µξν(x) + ∂νξµ(x) (3.3.11)

implies
∂µξν(x) + ∂νξµ(x) = 0. (3.3.12)

This is the so-called Killing equation for flat spacetime. Its solutions are of the form

ξµ(x) = Kµνx
ν + cµ, (3.3.13)

where cµ is a constant vector and Kµν a constant antisymmetric matrix, which is proven
in [15]. So again, in order for ξµ to vanish at infinity it has to vanish everywhere. Therefore,
the gauge transformations are always independent and the gauge fixing procedure can be per-
formed without any problems for any mass m.

Now proper gauge fixings have to be identified. Those should guarantee that the terms in
SStb that mix the fields h′µν , Aµ and φ vanish after the gauge fixing. Gauge fixing terms of the
form

−
∫
d4x
{ 1

2αG
1
µG1µ + G2G2

}
(3.3.14)

with
G1
µ = ∂νh′µν −

1
2∂µh

′ + 2αmAµ (3.3.15)

and
G2 = ∂µA

µ +m
(1

2h
′ + 3φ

)
(3.3.16)

satisfy this criterion.

Remark When G1
µ is chosen to have the given form (3.3.15), it is easy to verify that the

second gauge fixing must be the one given in (3.3.16), in order to let the remaining couplings
disappear. It contains no free parameter like α in the G1

µ case. To see this, consider the mixing
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terms of SStb −
∫
d4x 1

2αG
1
µG1µ. With the method of partial integration, they can be brought

into the form ∫
d4x
{
mh′∂µA

µ + 3(m2h′φ+ 2m∂µAµφ)
}
. (3.3.17)

The gauge fixing that eliminates them must be scalar, since the theory only comes with five
independent gauge transformations from which four already have been exploited to formulate
G1
µ. So one can make the general ansatz

G2 = a∂µA
µ +mbh′ +mcφ. (3.3.18)

It clearly contains all possible scalars that can be constructed out of the fields and contain at
most one derivative. Terms with higher order derivatives, such as ∂µ∂νh′µν , can be neglected,
since they cause terms in the gauge fixed action that are quadratic in second or higher order
derivatives of the fields. Such terms obviously cause difficulties during the construction of a
Hamiltonian for the gauge fixed action, which is necessary for an appropriate quantization of
the theory.

The coefficients a, b and c now have to be determined. The mixing terms that result from
G2G2 are

2abmh′∂µAµ + 2bcm2h′φ+ 2acm∂µAµφ. (3.3.19)

In order to eliminate the remaining mixing terms of the action one finds

2ab = 1, 2bc = 3 and 2ac = 6. (3.3.20)

This implies
a = ±1, b = ±1

2 and c = ±3, (3.3.21)

and therefore gives
G2 = ±

(
∂µA

µ +m
(1

2h
′ + 3φ

))
. (3.3.22)

This is up to a sign just the gauge fixing given in (3.3.16). The existence of a free parameter
like α, which can be chosen arbitrarily, would have led to a G2 that contains such a parameter.
So such a free parameter does not exist for G2. The freedom of the choice of the sign does
not really lead to two different gauge fixings. The only difference between the two gauge fixed
actions is the sign of the corresponding ghost term. This does not lead to different results
since one can always replace one ghost with its negative via substitution.

It is important to ensure that the two gauge fixings G1
µ and G2 are compatible. A worst

case scenario would be that the two gauge fixing conditions G1
µ = 0 and G2 = 0 contradict

each other, since their operator versions hold on the physical sector, as pointed out in Section
2.4.4. The easiest way to avoid such effects is to choose G1

µ in such a way that it is invariant
under δ2 and vice versa, i.e. G1

µ is supposed to fix only δ1 and G2 should only fix δ2. δ1G2 = 0
is already given. To ensure that δ2G1

µ = m(2α − 1)∂µΛ vanishes as well the parameter α has
to be set to 1

2 . The resulting gauge fixings are

G1
µ = ∂νh′µν −

1
2∂µh

′ +mAµ (3.3.23)
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and of course G2 as given in (3.3.16). They are presented in [5] as well. However, the argu-
mentation from above clarifies that the ansatz (3.3.15) uniquely determines G2 and also α, if
one additionally demands that G1

µ only fixes δ1 and G2 only fixes δ2. Furthermore, note that

δ1G1
µ = (�−m2)ξµ (3.3.24)

holds. So the µ-th component G1
µ is invariant under the gauge transformations that are offered

by ξν for all ν 6= µ. This means that G1
µ just fixes the part of δ1 that is generated by the µ-th

component ξµ. Consequently, one can rest assured that the components G1
µ are gauge fixings

that do not contradict each other as well.

Now the only thing left to do, in order to finish the gauge fixing procedure, is to calculate
the terms that contain the ghost fields. By exploiting the invariance of G1

µ under δ2 and the
respective invariance of G2 under δ1, one finds that the matrix δNGM has the block structure

δNGM =
(
δ1νyG1

µx 0
0 δ2yG2

x

)
. (3.3.25)

So the ghost terms that occur in the gauge fixed action SGF can be written as

η̄MηNδNGM = η̄µxηνyδ1νyG1
µx + ζ̄xζyδ2yG2

x, (3.3.26)

with vectorial ghosts η̄µ and ηµ and scalar ones ζ̄ and ζ. By a direct calculation one gets

δ1νyh
′
ρσy′

δLG1
µx

δh′ρσy′
=
∫
d4y′

{(
gνσ

∂

∂yρ
+ gνρ

∂

∂yσ

)
δ(y − y′)

× ∂

∂y′λ
δ(y′ − x)

(
gλ(ρgσ)

µ −
1
2g

ρσgλµ

)}
=
(
− gµν

∂

∂xρ
∂

∂yρ
− ∂

∂xν
∂

∂yµ
+ ∂

∂xµ
∂

∂yν

)
δ(x− y),

(3.3.27)

δ1νyAλy′
δLG1

µx

δAλy′
= −

∫
d4y′m2gνλδ(y − y′)δ(x− y′)gλµ = −m2gµνδ(x− y) (3.3.28)

and
δ1νyφy′

δLG1
µx

δφy′
= 0. (3.3.29)

This then gives

η̄µxηνyδ1νyG1
µx =η̄µxηνy

(
δ1νyh

′
ρσy′

δLG1
µx

δh′ρσy′
+ δ1νyAλy′

δLG1
µx

δAλy′
+ δ1νyφy′

δLG1
µx

δφy′

)
=
∫
d4xη̄µ(�−m2)ηµ.

(3.3.30)

In an analogous way it follows

δ2yG2
x =δ2yh

′
ρσy′

δLG2
x

δh′ρσy′
+ δ2yAλy′

δLG2
x

δAλy′
+ δ2yφy′

δLG2
x

δφy′

=2m2δ(x− y)− ∂

∂yρ
∂

∂xρ
δ(x− y)− 3m2δ(x− y)

(3.3.31)
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and therefore
ζ̄xζyδ2yG2

x =
∫
d4xζ̄(�−m2)ζ. (3.3.32)

So the gauge fixed action SGF has the very nice form

SGF [h′µν , Aµ, φ, η̄µ, ηµ, ζ̄, ζ] =
∫
d4x
{1

2h
′
µν(�−m2)h′µν − 1

4h
′(�−m2)h′

+ Aµ(�−m2)Aµ + 3φ(�−m2)φ

+ η̄µ(�−m2)ηµ + ζ̄(�−m2)ζ
}
.

(3.3.33)

At this point it appears to be a good idea to rescale the Stückelberg fields once more in order
to ensure that the usual commutation relations for the creation and annihilation operators
in momentum space fit with the canonical commutation relations for the fields and their
conjugate momenta. The rescaled fields

A′µ =
√

2Aµ and φ′ =
√

6φ (3.3.34)

do the job. The gauge transformations of these new fields are

δ1A′µ = −m
√

2ξµ, δ1φ′ = 0 and (3.3.35)
δ2A′µ = ∂µΛ, δ2φ′ = −m

√
6Λ. (3.3.36)

The gauge fixings have the form

G1
µ = ∂νh′µν −

1
2∂µh

′ + m√
2
A′µ and (3.3.37)

G2 = 1√
2
∂µA

′µ +m
(1

2h
′ +
√

3
2φ
′
)
. (3.3.38)

The action reads

SGF =
∫
d4x
{1

2h
′
µν(�−m2)h′µν − 1

4h
′(�−m2)h′

+ 1
2A
′
µ(�−m2)A′µ + 1

2φ
′(�−m2)φ′

+ η̄µ(�−m2)ηµ + ζ̄(�−m2)ζ
}
.

(3.3.39)

G1
µ = 0 turns into the so-called de Donder gauge (see [5]) for m = 0, which only concerns h′µν ,

and G2 = 0 becomes just the Feynman gauge. So at this point it can already be seen that for
the massless case the BRST transformations of the Stückelberg fields will have nothing to do
with the ones of the spin-2 field. Therefore, the BRST quantization will essentially reduce to
the one for massless spin-2 particles without Stückelberg fields and the one for massless spin-1
fields, since the scalar field does not carry any gauge freedom.
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3.4 Hamiltonian Formulation of Spin-2 Particles
In order to perform the quantization, the momenta of the corresponding Hamiltonian have to
be derived. Just as in the case of the U(1) gauge field, it is not possible to perform a Legendre
transformation of LStb without fixing the gauge. The corresponding momenta

δLLStb

δḣ′µν
= ḣ′µν + 2∂(µh′ν)0 − g0(µ∂ν)h′ + ∂kh′k0g

µν − ḣ′kkgµν , (3.4.1)

which give

δLLStb

δḣ′00
= ∂kh

′k0,
δLLStb

δḣ′0i
= ∂ih′00 + 1

2∂
ih′ and (3.4.2)

δLLStb

δḣ′ij
= ḣij + 2∂(ihj)0 + ∂kh′k0δ

ij − ḣkkδij, (3.4.3)

can not be inverted such that all ḣ′µν can be expressed in terms of them, since the ḣ′0µ do not
appear in any of them. From (3.2.11) it is easy to see that they also do not appear in any of
the momenta of the Stückelberg fields. A similar problem occurs for the massive spin-1 field.
Furthermore, note that

δLLStb

δḣ′µν
= δLL

δḣ′µν
= δLLm=0

δḣ′µν
(3.4.4)

holds. So the fact that one can not perform an appropriate Legendre transformation does not
originate from the Stückelberg fields but is already present for the Fierz-Pauli Lagrangian, just
as it is the case for the Lagrangian of a massive spin-1 particle, which is discussed in Section 2.6.

As it can be deduced from (3.3.39), the Lagrangian that results from the gauge fixings G1
µ

and G2 reads

LGF =− 1
2∂λh

′
µν∂

λh′µν − 1
2m

2h′µνh
′µν + 1

4∂λh
′∂λh′ + 1

4m
2h′h′

− 1
2∂λA

′
µ∂

λA′µ − 1
2m

2A′µA
′µ − 1

2∂λφ
′∂λφ′ − 1

2m
2φ′φ′

− ∂λη̄µ∂ληµ −m2η̄µη
µ − ∂λζ̄∂λζ −m2ζ̄ζ.

(3.4.5)

It offers the canonical momenta

πµν = δLLGF

δḣ′µν
= ḣ′µν − 1

2 ḣ
′gµν , Σµ = δLLGF

δȦ′µ
= Ȧ′µ, γ = δLLGF

δφ̇′
= φ̇′, (3.4.6)

r̄µ = δLLGF
δ ˙̄ηµ

= η̇µ, rµ = δLLGF
δη̇µ

= − ˙̄ηµ, (3.4.7)

z̄ = δLLGF

δ ˙̄ζ
= ζ̇ , z = δLLGF

δζ̇
= − ˙̄ζ. (3.4.8)

The only nontrivial inversion of these concerns the πµν . By contracting with gµν one gets
π = −ḣ′ and therefore

πµν = ḣµν + 1
2πg

µν ⇔ ḣµν = πµν −
1
2πgµν . (3.4.9)
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So in terms of the momenta the Lagrangian reads

LGF =1
2

(
πµνπ

µν − 1
2ππ

)
− 1

2

(
∂ih
′
µν∂

ih′µν − 1
2∂ih

′∂ih′
)
− 1

2m
2
(
h′µνh

′µν − 1
2h
′h′
)

+ 1
2ΣµΣµ − 1

2∂iA
′
µ∂

iA′µ − 1
2m

2A′µA
′µ

+ 1
2γγ −

1
2∂iφ

′∂iφ′ − 1
2m

2φ′φ′

− rµr̄µ − ∂iη̄µ∂iηµ −m2η̄µη
µ − zz̄ − ∂iζ̄∂iζ −m2ζ̄ζ,

(3.4.10)

which leads to the Hamiltonian

H =ḣ′µνπµν + Ȧ′µΣµ + φ̇′γ + η̇µr
µ + ˙̄ηµr̄µ + ζ̇z + ˙̄ζz̄ − LGF

=1
2

(
πµνπ

µν − 1
2ππ

)
+ 1

2

(
∂ih
′
µν∂

ih′µν − 1
2∂ih

′∂ih′
)

+ 1
2m

2
(
h′µνh

′µν − 1
2h
′h′
)

+ 1
2ΣµΣµ + 1

2∂iA
′
µ∂

iA′µ + 1
2m

2A′µA
′µ

+ 1
2γγ + 1

2∂iφ
′∂iφ′ + 1

2m
2φ′φ′

+ r̄µr
µ + ∂iη̄µ∂

iηµ +m2η̄µη
µ + z̄z + ∂iζ̄∂

iζ +m2ζ̄ζ.

(3.4.11)



Chapter 4

The BRST Formalism for Massive
Spin-2 Fields

Now all the necessary preparations for the BRST quantization have been made. For the formu-
lation of the quantization, the Nakanishi-Lautrup fields will be integrated out. Consequently,
the gauge fixed Lagrangian LGF and the corresponding equations of motion will be used for
the quantization of the fields.

4.1 Canonical Quantization of the Fields
If one assumes LGF as the Lagrangian that is suitable for a quantization of spin-2 fields, the
usual canonical quantization can be performed. This leads to field operators that generate
a vector space V with an inner product that is neither positive nor definite. The BRST
formalism then constructs the actual physical space from V .

4.1.1 Quantization of the Spin-2 Field
The Euler-Lagrange equations for h′µν , which originate from (3.3.39), are

(�−m2)h′µν −
1
2(�−m2)h′gµν = 0. (4.1.1)

By contracting them with gµν , it follows that they imply (� −m2)h′ = 0 and therefore the
massive Klein-Gordon equation (�−m2)h′µν = 0 for every field component. The Klein-Gordon
equations on the other hand also imply (�−m2)h′ = 0 and therefore (4.1.1). This means

(�−m2)h′µν −
1
2(�−m2)h′gµν = 0 ⇔ (�−m2)h′µν = 0. (4.1.2)

Since these Klein-Gordon equations describe a particle with mass m, their solutions in mo-
mentum space have to satisfy the on-shellness condition p2 = −m2. Like in the photonic
case (see [12]), the classical positive energy solutions of the spin-2 field then have the form
εµν(p)e±ipx for p2 = −m2 and p0 > 0, and vanish for all other p. The symmetric tensor εµν(p)
appears to be a generalization of the polarization vectors of the photonic case and will be
called polarization tensor in the following. Since the only restriction for such tensors is that
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they have to be symmetric, they span a 10-dimensional space. So the quantized spin-2 field
can be expressed as

h′µν(x) =
∫
d̃p

9∑
r=0

(
εrµν(p)nrpeipx + εr∗µν(p)nr†p e−ipx

)
=
∫
d̃p
{
nµν(p)eipx + n†µν(p)e−ipx

}
,

(4.1.3)

with

nµν(p) =
9∑
r=0

εrµν(p)nrp. (4.1.4)

In order to obtain matching completeness and orthogonality conditions for the polarization
tensors εrµν(p) and commutation relations for the corresponding creation and annihilation
operators nr†p and nrp the canonical commutation relations, which are motivated from the
Poisson brackets of the corresponding classical fields,

[h′µν(x), πρσ(y)]−
∣∣
x0=y0 = igµ(ρgσ)νδ(x− y) (4.1.5)

have to be established. By a straightforward calculation and the application of [nrp, nlq]− = 0,
this leads to

[h′µν(x), πρσ(y)]−
∣∣
x0=y0 = i

∫
d3p

(2π)32Ep

∫
d3q

2(2π)3

9∑
r,l=0

(
εrµν(p)X l∗

ρσ(−q)[nrp, n
l†
−q]−e−iEpx0+iEqy0

+ εr∗µν(−p)X l
ρσ(q)[nlq, n

r†
−p]−eiEpx0−iEqy0

)
eipx+iqy∣∣

x0=y0 ,

(4.1.6)

where
X l
ρσ(p) = εlρσ(p)− 1

2ε
l(p)gρσ. (4.1.7)

In order to interpret the nr†p and nrp as creation and annihilation operators respectively they
have to satisfy commutation relations of the form

[nrp, nl†q ]− = 2Ep(2π)3Grlδ(p− q), (4.1.8)

where the Grl are constant real parameters, which are not determined yet. A first naive
approach would be to choose Grl = δrl, but this will cause contradictions with the canonical
commutation relations, as will be shown later on. However, (4.1.8) implies

[h′µν(x), πρσ(y)]−
∣∣
x0=y0 =i

∫
d3p

2(2π)3

9∑
r,l=0

Grl
(
εrµν(p)X l∗

ρσ(p)

+ εr∗µν(−p)X l
ρσ(−p)

)
eip(x−y) != igµ(ρgσ)νδ(x− y)

(4.1.9)

and therefore it follows
9∑

r,l=0

Grl
(
εrµν(p)X l∗

ρσ(p) + εr∗µν(−p)X l
ρσ(−p)

)
= 2gµ(ρgσ)ν . (4.1.10)
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By using the additional assumption that
∑9

r,l=0G
rlεrµν(p)X l∗

ρσ(p) is real and independent of p,
the relation

9∑
r,l=0

Grlεrµν(p)
(
εl∗ρσ(p)− 1

2ε
l∗(p)gρσ

)
= gµ(ρgσ)ν (4.1.11)

can be derived. By contracting with gρσ one gets
∑9

r,l=0G
rlεrµν(p)εl∗(p) = −gµν , which can

be inserted into (4.1.11) to find

9∑
r,l=0

Grlεrµν(p)εl∗ρσ(p) = gµ(ρgσ)ν −
1
2gµνgρσ. (4.1.12)

This relation can be used to derive

[nµν(p), n†ρσ(q)]− =
(
gµ(ρgσ)ν −

1
2gµνgρσ

)
2Ep(2π)3δ(p− q) (4.1.13)

by a straightforward calculation. At this point it is quite easy to see that Grl can not be δrl.
By assuming the opposite one can contract (4.1.12) with gµνgρσ to find

9∑
r=0

εr(p)εr∗(p) = −4. (4.1.14)

But the left hand side of this is just a sum of non-negative values and therefore can not be
negative. Thus Grl can not be a Kronecker delta. Such problems are not unknown. Something
similar occurs for photons in Feynman gauge. This case is treated in [3]. The following idea
of how to treat this subtlety is strongly motivated from the appropriate quantization in the
photonic case.

First one has to keep in mind that the nrp shall correspond to different independent polar-
izations of h′µν . Therefore, nrp and nl†q should commute for different r and l. This means that
Grl has to be diagonal. Furthermore, not all of the entries can be non-negative. Otherwise,∑9

r,l=0G
rlεr(p)εl∗(p) would still be a sum of non-negative parameters and the argument above

also holds for this more general case. So the consequence is that some of the entries have to
be negative. Also note that all nrp and nr†p shall be interpreted as pairs of creation and an-
nihilation operators, so they are not allowed to commute, i.e. no Grr is zero. Therefore, by
reparametrizing the εrµν(p), the Grl can be chosen to be (−1)λrδrl, where λr ∈ {0, 1} for all r.
This corresponds to the commutation relations

[nrp, nl†q ]− = (−1)λr2Ep(2π)3δrlδ(p− q). (4.1.15)

Now choose ε0
µν(p) = 1

2gµν and εr(p) = 0 for all r > 0 and p ∈ R3, i.e. only ε0
µν shall

contribute to the trace of h′µν . This immediately shows, by setting λ0 = 1,

9∑
r=1

(−1)λrεrµν(p)εr∗ρσ(p) = gµ(ρgσ)ν −
1
4gµνgρσ = Pµνρσ. (4.1.16)

Pµνρσ is the projector onto the symmetric traceless tensors, which directly follows from Pµνρσ =
Pνµρσ, P µ

µρσ = 0, PµναβPαβρσ = Pµνρσ and PµναβKαβ = Kµν for any symmetric and traceless
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tensor Kµν . Consequently, the remaining εrµν can be chosen to be an orthogonal basis of the
subspace of the symmetric and traceless tensors. By doing so, it follows

εlµν(p) = Pµν
ρσεlρσ(p) =

9∑
r=1

(−1)λrεrµν(p)εr∗ρσ(p)εlρσ(p)

= (−1)λlεlµν(p)εl∗ρσ(p)εlρσ(p),
(4.1.17)

since εr∗ρσ(p)εlρσ(p) vanishes for r 6= l. So the orthogonality condition

εr∗ρσ(p)εlρσ(p) = (−1)λlδrl, (4.1.18)

for l > 0, has been derived.

Note that not all λr for r > 0 can be chosen to be 0. This follows from (4.1.16). By set-
ting µ = ρ = i and ν = σ = 0 one gets

9∑
r=1

(−1)λrεri0(p)εr∗i0 (p) = gi(ig0)0 −
1
4gi0gi0 = 1

2giig00 = −1
2 (4.1.19)

and the same argument as in the previous cases can be applied: Would all λr be 0 for r > 0,
the left hand side of this equality would be non-negative, which is a contradiction to the right
hand side.

To get a better understanding of the effects that are caused by the polarization tensors with
λr = 1, it is useful to take a closer look at 〈0|nrpnr†q |0〉. A simple calculation shows

〈0|nrpnr†q |0〉 = 〈0|[nrp, nr†q ]−|0〉 = (−1)λr2Ep(2π)3δ(p− q). (4.1.20)

Thus, just as in the photonic case (see [3]), the polarizations with λr = 1 cause states with
negative norm. So it is important to ensure that states with such polarizations do not con-
tribute to physical phenomena. To do so it is necessary to get a better understanding of the
BRST charge, which is subject of Section 4.2.

To conclude the quantization of h′µν , a certain basis εrµν(p) of polarization tensors shall be
presented, that turns out to be quite useful for the analysis of the physical sector. For this,
let k̂ be the 4-momentum of a particle with mass m in the rest frame, i.e. k̂ = (m, 0, 0, 0). By
defining the polarization tensors εrµν(k̂) it is possible to construct εrµν(p) for any momentum
p with p2 = −m2 and p0 > 0, simply by choosing a Lorentz transformation L(p) that turns k̂
into p and setting εrµν(p) = L(p)µρL(p)νσεrρσ(k̂) (as it is done in [5]). A suitable choice for a
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basis is

ε0
µν(k̂) = 1

2


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, ε1
µν(k̂) = 1

2
√

3


3 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

,

ε2
µν(k̂) = 1√

2


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

, ε3
µν(k̂) = 1√

2


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

,

ε4
µν(k̂) = 1√

2


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

, ε5
µν(k̂) = 1√

2


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

,

ε6
µν(k̂) = 1√

6


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −2

, ε7
µν(k̂) = 1√

2


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

,

ε8
µν(k̂) = 1√

2


0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

, ε9
µν(k̂) = 1√

2


0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

.

(4.1.21)

Just as described above, ε0
µν(k̂) is simply 1

2gµν . Furthermore, (4.1.18) can be used to find
λ1 = 0, λ2 = λ3 = λ4 = 1 and λ5 = ... = λ9 = 0, while λ0 has to be set to 1. It is also easy
to check that k̂µεrµν(k̂) 6= 0 for 0 ≤ r ≤ 4 and k̂µεrµν(k̂) = 0 for r ≥ 5 and εr(k̂) = 0 for r > 0
hold. All these properties are invariant under Lorentz transformations. Therefore, they are
true for all p, i.e.

ε0
µν(p) = 1

2gµν , pµεrµν(p) 6= 0 for 0 ≤ r ≤ 4, (4.1.22)

pµεrµν(p) = 0 for r ≥ 5 and εr(p) = 0 for r > 0. (4.1.23)
Also the λr do not change for different pµ. So ε5

µν(p),..., ε9
µν(p) form an orthonormal basis that

spans the space of all symmetric traceless tensor fields Kµν(p) such that pµKµν(p) disappears.
Therefore, the projector P̃µνρσ onto that space can be written as

P̃µνρσ(p) =
9∑
r=5

εrµν(p)εr∗ρσ(p). (4.1.24)

The space spanned by ε5
µν(p),..., ε9

µν(p) clearly is just the one that is generated by the classi-
cal polarizations of spin-2 particles. Furthermore, all their corresponding creation operators
correspond to positive norm states, as discussed in (4.1.20). So one would hope that the po-
larizations ε0

µν(p),..., ε4
µν(p) turn out to be the unphysical ones, in order for the formalism to

be consistent with the classical formulation.
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4.1.2 Quantization of the Stückelberg Fields
The Euler-Lagrange equations for A′µ and φ′ are obviously just massive Klein-Gordon equations.
For the quantization of the spin-1 field the same strategy as for the spin-2 field can be applied.
The field has the classical positive energy solutions εµ(p)e±ipx. Therefore, the quantized field
has the form

A′µ(x) =
∫
d̃p

4∑
r=1

{
εrµ(p)arpeipx + εr∗µ (p)arp†e−ipx

}
=
∫
d̃p
{
aµ(p)eipx + a†µ(p)e−ipx

}
. (4.1.25)

Here the εrµ form a basis of the polarization vectors and aµ(p) =
∑4

r=1 ε
r
µ(p)arp. To choose an

appropriate basis of polarization vectors, an analogous approach as in the spin-2 case can be
used. The choice

ε1µ(k̂) =


1
0
0
0

, ε2µ(k̂) =


0
1
0
0

, ε3µ(k̂) =


0
0
1
0

, ε4µ(k̂) =


0
0
0
1

 (4.1.26)

turns out to be quite useful for the analysis of BRST transformations. εrµ(p) is then defined by
applying the same Lorentz transformation L(p)νµ as for εrµν(p) on εrµ(k̂). This leads together
with the canonical commutation relations, which are again motivated from the corresponding
Poisson brackets,

[A′µ(x),Σν(y)]−
∣∣
x0=y0 = igµνδ(x− y), (4.1.27)

the relation
4∑
r=1

(−1)λr+1εrµ(k̂)εr∗ν (k̂) = gµν =
4∑
r=1

(−1)λr+1εrµ(p)εr∗ν (p) (4.1.28)

and analogous arguments as in the spin-2 case to the commutation relations
[arp, al†q ]− = (−1)λr+12Ep(2π)3δlrδ(p− q) and [arp, alq]− = 0. (4.1.29)

Here λr is defined just as in the spin-2 case. In particular, this implies
[aµ(p), a†ν(q)]− = gµν2Ep(2π)3δ(p− q). (4.1.30)

Furthermore, note that the polarization vectors come with the orthogonality condition
εrµ(p)εlµ∗(p) = (−1)λr+1δrl. (4.1.31)

By keeping εrµ(p)εlµ∗(p) = εrµ(k̂)εlµ∗(k̂) in mind, this is easy to see.

The scalar field can be quantized in the same way. By introducing its creation and anni-
hilation operators b†p and bp in momentum space via

φ′(x) =
∫
d̃p
{
bpe

ipx + b†pe
−ipx

}
(4.1.32)

and demanding the canonical commutation relation
[φ′(x), γ(y)]−

∣∣
x0=y0 = iδ(x− y) (4.1.33)

one obtains the commutation relations
[bp, b

†
q]− = 2Ep(2π)3δ(p− q) and [bp, bq]− = 0. (4.1.34)
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4.1.3 Quantization of the Ghost Fields
For the ghosts the commutation relations become a little more subtle. By introducing the
relation1

[ηµ(x), rν(y)]+
∣∣
x0=y0 = −igµνδ(x− y) (4.1.35)

together with the momentum space expressions

η̄µ(x) =
∫
d̃p
{
v̄µ(p)eipx − v̄†µ(p)e−ipx

}
, ηµ(x) =

∫
d̃p
{
vµ(p)eipx + v†µ(p)e−ipx

}
(4.1.36)

for the ghosts2 and making use of [v̄µ(p), vν(q)]+ = 0, one finds

[ηµ(x), rν(y)]+
∣∣
x0=y0 =

∫
d̃p

∫
d3q

2(2π)3

{
i[vµ(p), v̄†ν(q)]+eipx−iqy

+ i[v†µ(p), v̄ν(q)]+e−ipx+iqy
}∣∣

x0=y0 .

(4.1.37)

This strongly suggests to introduce the commutation relations

[vµ(p), v̄†ν(q)]+ = −gµν2Ep(2π)3δ(p− q) (4.1.38)

in order to obtain

[ηµ(x), rν(y)]+
∣∣
x0=y0 = −i

∫
d̃p2Epe

ip(x−y)gµν = −igµνδ(x− y). (4.1.39)

By using the same polarization vectors as for the spin-1 field to express vµ(p) and v̄µ(p) in
terms of this basis as

vµ(p) =
4∑
r=1

εrµ(p)vrp, v̄µ(p) =
4∑
r=1

εrµ(p)v̄rp, (4.1.40)

one finds that this is compatible with

[vrp, v̄l†q ]+ = (−1)λr2Ep(2π)3δrlδ(p− q) and (4.1.41)
[v̄rp, vlq]+ = [v̄rp, v̄lq]+ = [vrp, vlq]+ = [vrp, vl†q ]+ = [v̄rp, v̄l†q ]+ = 0 (4.1.42)

to obtain (4.1.38). The parameter λr again is the same as in the spin-2 case. Furthermore,
(4.1.38) also guarantees the remaining canonical commutation relation

[η̄µ(x), r̄ν(y)]+
∣∣
x0=y0 = −igµνδ(x− y). (4.1.43)

The quantization of the scalar ghost fields works just the same way. The representation in
momentum space

ζ̄(x) =
∫
d̃p
{
c̄pe

ipx − c̄†pe−ipx
}
, ζ(x) =

∫
d̃p
{
cpe

ipx + c†pe
−ipx

}
(4.1.44)

1 Note that the sign convention in this commutation relation is motivated from the convention that is used
in [9]. It is important in order to ensure that the BRST charge Ω, which will be derived in the next section,
generates the correct transformations. This also justifies the sign convention for the scalar ghosts.

2The minus sign in the expression of η̄µ is necessary in order to ensure its antihermiticity.
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together with the canonical commutation relations

[ζ(x), z(y)]+
∣∣
x0=y0 = −iδ(x− y) and [ζ̄(x), z̄(y)]+

∣∣
x0=y0 = −iδ(x− y) (4.1.45)

suggests to use
[cp, c̄

†
q]+ = −2Ep(2π)3δ(p− q) (4.1.46)

and
[c̄p, cq]+ = [c̄p, c̄q]+ = [cp, cq]+ = [cp, c

†
q]+ = [c̄p, c̄

†
q]+ = 0 (4.1.47)

as commutation relations.

Remark Note that the orthogonality conditions (4.1.18) and (4.1.31) imply together with
εr(p) = 0 for r > 0 and ε0

µν(p) = 1
2gµν that the spatial integral over the Hamiltonian (3.4.11)

is diagonal in the chosen set of creation and annihilation operators, i.e.

H =
∫
d3xH =

∫
d̃pEp

{ 9∑
r=0

(−1)λr
(
nr†p n

r
p + 1

2[nrp, nr†p ]−
)

+
4∑
l=1

(−1)λl+1
(
al†pa

l
p − v̄l†p vlp − vl†p v̄lp + 1

2[alp, al†p ]− + [v̄lp, vl†p ]+
)

+ b†pbp − c̄†pcp − c†pc̄p + 1
2[bp, b

†
p]− + [c̄p, c

†
p]+
}
.

(4.1.48)

This can be shown by a straightforward calculation.

4.2 The BRST Transformations and Charge
The operators that have been obtained by the canonical quantization of the fields now can
be used to find an explicit expression of the BRST charge operator Ω. To do so, one has to
derive it by using the Noether procedure.

The gauge transformations (3.2.13) and (3.2.14) of the spin-2 field and the ones of the Stück-
elberg fields, (3.3.35) and (3.3.36), give the BRST transformation δθ with

δθh
′
µν = θ(∂µην + ∂νηµ +mζgµν), δθA

′
µ = θ

√
2(−mηµ + ∂µζ), δθφ

′ = −θ
√

6mζ, (4.2.1)
δθη̄µ = −θBµ, δθζ̄ = −θC, (4.2.2)
δθηµ = δθζ = 0, δθBµ = δθC = 0, (4.2.3)

where Bµ and C are the Nakanishi-Lautrup fields corresponding to ηµ and ζ, respectively.
These transformations come with a Slavnov operator s that allows to write the full BRST-
invariant action SBRST in the form

SBRST = SStb − s
∫
d4x
{
η̄µ
(
G1
µ + 1

4Bµ

)
+ ζ̄
(
G2 + 1

4C
)}

=SStb +
∫
d4x
{
G1
µB

µ + 1
4BµB

µ + G2C + 1
4C

2 + η̄µ(�−m2)ηµ + ζ̄(�−m2)ζ
}
.

(4.2.4)
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By integrating over the auxiliary fields Bµ and C, they can be replaced by −2G1
µ and −2G2

respectively, which leads to the gauge fixed action SGF and

s η̄µ = 2G1
µ, s ζ̄ = 2G2. (4.2.5)

To explicitly calculate the BRST charge, it is necessary to calculate sLGF first and identify a
fitting J̃λ such that sLGF = ∂λJ̃

λ holds. It is easy to verify that sLGF can be brought into
the form

sLGF = ∂λ

(
− 2∂µην∂µh′λν − 2m2ηµh

′λµ + ∂µη
λ∂µh′ +m2ηλh′

−
√

2∂µζ∂µA′λ −
√

2m2ζA′λ
)
,

(4.2.6)

which offers a J̃λ with the desired property. The Noether current Jλ that corresponds to δθ
then has the form

Jλ = J̃λ −
∑

Φ

s Φ∂LLGF
∂∂λΦ

=2∂µην(∂λh′µν − ∂µh′λν) + (m2ηλ +m∂λζ)h′

+ 2∂ληµ∂νh′µν − 2m2ηµh
′λµ + (∂µηλ − ∂ληµ)∂µh′

− (∂µηµ +mζ)∂λh′ +
√

2∂µζ(∂λA′µ − ∂µA′λ)
−
√

2mηµ∂λA′µ +
√

2m∂ληµA′µ −
√

2m2ζA′λ

+ ∂λζ(
√

6mφ′ +
√

2∂µA′µ)−
√

6mζ∂λφ′.

(4.2.7)

The sum over Φ shall denote the sum over all fields. By using the momenta from (3.4.6),
(3.4.7) and (3.4.8), the BRST charge Ω =

∫
d3xJ0 can be brought into the form

Ω =
∫
d3x
{
∂kη

0∂kh′ +m2η0h′ − 2∂kην∂kh′0ν − 2m2ηµh
′0µ −

√
2∂kζ∂kA′0

−
√

2m2ζA′0 − 2r̄µπ0µ − 2∂kηµπkµ −mζπ +
√

2mηµΣµ −
√

2z̄Σ0

−
√

2∂kζΣk +m
√

6ζγ − r̄µ(2∂kh′kµ +
√

2mA′µ) + r̄k∂
kh′

− z̄(
√

2∂kA′k +mh′ +
√

6mφ′)
}
.

(4.2.8)

In terms of creation and annihilation operators in momentum space, Ω takes the form

Ω =
∫
d̃p
{

2pµvν(p)nµν†(p) + 2pµv†ν(p)nµν(p)− pµvµ(p)n†(p)− pµvµ†(p)n(p)

+ imcpn
†(p)− imc†pn(p) + i

√
2mvµ(p)aµ†(p)− i

√
2mv†µ(p)aµ(p)

+
√

2cppµa
µ†(p) +

√
2c†ppµaµ(p) + i

√
6mcpb

†
p − i

√
6mc†pbp

}
.

(4.2.9)

Remark Note that this form of Ω makes the fact that it commutes with the Hamiltonian
operator H quite trivial: Obviously, the field operators only appear in pairs of creation and
annihilation operators in Ω, i.e. terms of the form G†pDp, where Gp and Dp shall resemble
arbitrary annihilation operators of the fields. By keeping (4.1.48) in mind, it is easy to see
that H basically is an integral over the number operator Np for particles with momentum p,
i.e. the operator that satisfies

[Np, G
†
q]− = G†qδ(p− q). (4.2.10)



66 CHAPTER 4. THE BRST FORMALISM FOR MASSIVE SPIN-2 FIELDS

In terms of Np, H reads

H =
∫
d3pEpNp. (4.2.11)

Consequently, since

[H,G†qDq]− =
∫
d3pEp[Np, G

†
pDq]− =

∫
d3pEp

{
[Np, G

†
q]Dq +G†q[Np, Dq]−

}
= EqG

†
qDq − EqG

†
qDq = 0,

(4.2.12)

one obtains
[H,Ω]− = 0. (4.2.13)

Furthermore, (4.2.9) obviously implies |0〉 ∈ ker Ω.

The BRST transformations of the creation and annihilation operators of the various fields
are therefore given by

[Ω, nµν(p)]− = −pµvν(p)− pνvµ(p) + imcpgµν , (4.2.14)
[Ω, n†µν(p)]− = pµv

†
ν(p) + pνv

†
µ(p) + imc†pgµν , (4.2.15)

[Ω, aµ(p)]− = −i
√

2mvµ(p)−
√

2pµcp, [Ω, a†µ(p)]− = −i
√

2mv†µ(p) +
√

2pµc†p, (4.2.16)
[Ω, bp]− = −i

√
6mcp, [Ω, b†p]− = −i

√
6mc†p, (4.2.17)

[Ω, v̄µ(p)]+ = −2pνnµν(p) + pµn(p) + i
√

2maµ(p), (4.2.18)
[Ω, v̄†µ(p)]+ = −2pνn†µν(p) + pµn

†(p)− i
√

2ma†µ(p), (4.2.19)
[Ω, vµ(p)]+ = [Ω, v†µ(p)]+ = 0, (4.2.20)
[Ω, c̄p]+ = −

√
2pµaµ(p) + imn(p) + i

√
6mbp, (4.2.21)

[Ω, c̄†p]+ = −
√

2pµa†µ(p)− imn†(p)− i
√

6mb†p, (4.2.22)
[Ω, cp]+ = [Ω, c†p]+ = 0. (4.2.23)

4.3 Analysis of the Physical Sector
Since the BRST charge now has been derived, it is possible to make quantitative statements
about the physical sector ker Ω. The first step is to examine the subspace of ker Ω that only
contains spin-2 fields. From the physical point of view this clearly is the most interesting part
of the kernel of Ω.

4.3.1 First Results for the Structure of the Physical Sector
Let Vh′ ⊂ V be the subspace that is generated by the nr† operators, i.e. the space that only
contains spin-2 particles. In order to learn more about the subspace ker Ω ∩ Vh′ of ker Ω it is
sufficient to restrict Ω to the very simple subspace Vh′ . This reduces Ω to

Ω
∣∣
Vh′ =

∫
d̃p
{

2pµv†ν(p)nµν(p)− pµvµ†(p)n(p)− imc†pn(p)
}
. (4.3.1)



4.3. ANALYSIS OF THE PHYSICAL SECTOR 67

Now let |ψ〉 be an arbitrary element of ker Ω ∩ Vh′ . Then

Ω|ψ〉 =
∫
d̃p
{(

2pµv†ν(p)nµν(p)− pµvµ†(p)n(p)
)
|ψ〉 − imc†pn(p)|ψ〉

}
(4.3.2)

is a linear combination of vectors with one v†µ(p) ghost and no c†p ghost and vectors with one
c†p ghost and no v†µ(p) ghosts. Since these two types of ghosts are independent from each
other, (2pµv†ν(p)nµν(p)− pµvµ†(p)n(p))|ψ〉 and imc†pn(p)|ψ〉 both have to disappear in order
to obtain Ω|ψ〉 = 0. Therefore, since v†µ(p) and c†p are both creation operators,

n(p)|ψ〉 = 0 and pµnµν(p)|ψ〉 = 0 (4.3.3)

follows. By setting
h′(+)
µν (x) =

∫
d̃pnµν(p)eipx (4.3.4)

this can be equivalently written as

h′(+)(x)|ψ〉 = 0 and ∂µh′(+)
µν (x)|ψ〉 = 0, (4.3.5)

which is quite similar to the Gupta-Bleuler supplementary condition (2.4.10) for the U(1) gauge
field. Together with the Klein-Gordon equation (� − m2)h′(+)

µν |ψ〉 = 0, which of course is a
direct consequence of the on-shellness of the particles, these conditions resemble the operator
version of the Euler-Lagrange equations (3.1.26) for classical massive spin-2 particles. By using
the polarization tensors εrµν(p), as defined in Section 4.1.1, it follows from pµεrµν(p) = 0 for all
r ≥ 5 and εr(p) = 0 for all r > 0 that (4.3.3) can also be written as

ε0(p)n0
p|ψ〉 = 0 and

4∑
r=1

pµεrµν(p)nrp|ψ〉 = 0, (4.3.6)

where the first equation has been used to eliminate the ε0
µν(p) term in the sum of the second

one. A very desirable result would be that nrp|ψ〉 disappears for all r ≤ 4. This would mean
that in ker Ω∩Vh′ only the polarization tensors from the classical spin-2 particle show up. In
fact this is true, as can be shown in the following way:

n0
p|ψ〉 = 0 is already given. To show the analogous relation for the remaining four polar-

izations, it is useful to have a look at k̂µεrµν(k̂) for 1 ≤ r ≤ 4. These are, up to normalization,
just the standard basis vectors. In particular, they are linearly independent from each other.
Since the pµεrµν(p) are just Lorentz transformations of their k̂ versions, they are also linearly
independent. So

M =

 | | | |
pµε1

µν(p) pµε2
µν(p) pµε3

µν(p) pµε4
µν(p)

| | | |

, (4.3.7)

i.e. the matrix with pµεrµν(p) as r-th column, is invertible. Using this matrix notation, the
second part of (4.3.6) can be written as | | | |

pµε1
µν(p) pµε2

µν(p) pµε3
µν(p) pµε4

µν(p)
| | | |




n1
p|ψ〉
n2

p|ψ〉
n3

p|ψ〉
n4

p|ψ〉

 = 0. (4.3.8)
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The invertibility of M then implies nrp|ψ〉 = 0 for all r = 1, ..., 4. So ker Ω ∩ Vh′ in fact is
just what would have been expected from a naive quantization, ignoring the problem that the
momenta can not be defined without introducing Stückelberg fields.

An even more intriguing result can be obtained by looking at a |Φ〉 ∈ ker Ω of the form

|Φ〉 =
∫
d̃p
{
fµν1 (p)n†µν(p) + fµ2 (p)a†µ(p) + f3(p)b†p

}
|Ψ〉, (4.3.9)

where |Ψ〉 itself shall also be contained in ker Ω. Using the commutation relations of Ω with
creation operators, it is easy to check that

a†µ(p) = i√
2m

[Ω, v̄†µ(p)]+ + i
√

2
m

pνn†µν(p)− i√
2m

pµn
†(p) and

b†p = i√
6m

[Ω, c̄†p + i

m
pµv̄†µ(p)]+ −

1
m2

√
2
3p

µpνn†µν(p)−
√

2
3n
†(p)

(4.3.10)

hold. Therefore, together with Ω|Ψ〉 = 0, |Φ〉 can be written as

|Φ〉 =
∫
d̃p
{(
fµν1 (p) + i

√
2

m
p(µf

ν)
2 (p)− i√

2m
pλf

λ
2 (p)gµν

−
√

2
3

( 1
m2p

µpν + gµν
)
f3(p)

)
n†µν(p)

}
|Ψ〉

+ Ω
∫
d̃p
{ i√

2m
fµ2 (p)v̄†µ(p)− 1√

6m2
f3(p)pµv̄†µ(p) + i√

6m
f3(p)c̄†p

}
|Ψ〉.

(4.3.11)

So, by using Ω2 = 0, the question if Ω|Φ〉 = 0 holds, reduces to the question what properties
a fµν(p) must have, such that Ω

∫
d̃pfµν(p)n†µν(p)|Ψ〉 = 0 holds. Here fµν obviously can be

assumed to be symmetric. By using Ω|Ψ〉 = 0 once more, one gets

Ω
∫
d̃pfµν(p)n†µν(p)|Ψ〉 =

∫
d̃pfµν(p)[Ω, n†µν(p)]−|Ψ〉

=
∫
d̃p
{

2pµfµν(p)v†ν(p) + imf(p)c†(p)
}
|Ψ〉.

(4.3.12)

The vectors 2pµfµν(p)v†ν(p)|Ψ〉 and imf(p)c†(p)|Ψ〉 clearly are linearly independent from each
other. Consequently, one obtains f(p) = 0 and pµfµν(p) = 0. This on the other hand implies
fµν(p) = P̃ µνρσfρσ(p), with P̃ µνρσ defined as in (4.1.24) and therefore

fµν(p)n†µν(p) = P̃ µνρσfρσ(p)
9∑
r=0

εr∗µν(p)nr†p

= fρσ(p)
9∑
r=0

P̃ ρσµν∗εr∗µν(p)nr†p = fρσ(p)
9∑
r=5

εr∗ρσ(p)nr†p .
(4.3.13)

So only the polarizations from ker Ω ∩ Vh′ contribute. This means that a |Φ〉 ∈ ker Ω of the
form (4.3.9) can always be written as

|Φ〉 =
∫
d̃pfµν(p)n†µν(p)|Ψ〉+ Ω|ς〉, (4.3.14)
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with some |ς〉 ∈ V and a fµν(p) that only generates the polarizations from ker Ω ∩ Vh′ .

This result raises the question whether every element of ker Ω can be written as a sum of
an element of ker Ω ∩ Vh′ and one of im Ω. In fact this is true. In order to prove it, one has
to understand the behavior of Ω on the level of creation and annihilation operators for the
different polarizations of the fields. For this, one can use the relations

[Ω, n0
p]− = 1

2[Ω, nµν(p)]−gµν , (4.3.15)

[Ω, nrp]− = (−1)λr [Ω, nµν(p)]−εrµν∗(p) for 1 ≤ r ≤ 9, (4.3.16)
[Ω, arp]− = (−1)λr+1[Ω, aµ(p)]−εrµ∗(p) for 1 ≤ r ≤ 4, (4.3.17)
[Ω, v̄rp]+ = (−1)λr+1[Ω, v̄µ(p)]+εrµ∗(p) for 1 ≤ r ≤ 4 and (4.3.18)
[Ω, vrp]+ = (−1)λr+1[Ω, vµ(p)]+εrµ∗(p) for 1 ≤ r ≤ 4. (4.3.19)

They are an immediate implication of (4.1.18) and (4.1.31). Together with (4.2.14)-(4.2.23)
and the fact that

εlν(p)pµεrµν∗(p) = εlν(k̂)k̂µεrµν∗(k̂), pµεlµ(p) = k̂µεlµ(k̂) and
εlν(p)εsν∗(p) = εlν(k̂)εsν∗(k̂)

(4.3.20)

hold for all r = 0, ..., 9, l = 1, ..., 4 and s = 1, ..., 4, which is a direct consequence of the
construction of the polarization tensors and vectors via Lorentz transformations, one finds

[Ω, n0
p]− = −mv1

p + i2mcp, [Ω, n1
p]− =

√
3mv1

p, (4.3.21)
[Ω, nrp]− =

√
2mvrp for r = 2, 3, 4, [Ω, nlp]− = 0 for l ≥ 5, (4.3.22)

[Ω, arp]− = −im
√

2vrp +
√

2mδr1cp for r = 1, 2, 3, 4, [Ω, bp]− = −im
√

6cp, (4.3.23)
[Ω, v̄1

p]+ = −mn0
p −
√

3mn1
p + i

√
2ma1

p, (4.3.24)
[Ω, v̄rp]+ = −

√
2mnrp + i

√
2marp for r = 2, 3, 4, (4.3.25)

[Ω, c̄p]+ = i2mn0
p −
√

2ma1
p + i

√
6mbp and (4.3.26)

[Ω, vrp]+ = [Ω, cp]+ = 0 for r = 1, 2, 3, 4. (4.3.27)

In particular, the nrp commute with Ω for r ≥ 5 and can not be written as anticommutator
of Ω with some linear combination of the ghost fields. This can be seen easily, since these nrp
do not appear in any of the anticommutators of Ω with ghosts. According to Section 2.4.4,
the space that is generated by such fields is a good candidate for a space that is isometric
isomorphic to the cohomology V. The generated space in this case is just ker Ω ∩ Vh′ , which
directly follows from its analysis above. This is another result that supports the assumption
that any element of ker Ω can be written as sum of an element of ker Ω∩ Vh′ and one of im Ω.

Furthermore, ker Ω ∩ Vh′ already contains five independent polarizations, i.e. degrees of
freedom. The classical theory that is described by SStb also only has five degrees of freedom,
since the introduced Stückelberg fields offer no additional ones. So in order for the BRST
formalism, as it is presented here, to make sense, all additional independent degrees of freedom
in ker Ω have to be unphysical.

The proposition that all nrp for r ≥ 5 offer independent physical degrees of freedom is
equivalent to the statement

(
ker Ω ∩ Vh′

)
∩ im Ω = {0}. It is plausible, since none of these
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nrp can be created by applying [Ω, ·]+ to any ghost configuration. A formal proof is given in
the next subsection. However, this justifies to label the polarizations corresponding to nrp for
r ≥ 5 and the states in ker Ω ∩ Vh′ physical from now on. All other polarizations, including
the Stückelberg and ghost fields, shall be denoted as unphysical. Furthermore, the notation
Vphys = ker Ω ∩ Vh′ shall be introduced. So if it can be proven that any element |Ψ〉 ∈ ker Ω
has the form

|Ψ〉 = |ψ〉+ Ω|ς〉 (4.3.28)
with a unique |ψ〉 ∈ Vphys and |ς〉 ∈ V , according to Theorem 2.4.8, one would have shown
that Vphys is isometric isomorphic to V = ker Ω/ im Ω.

4.3.2 The Quartet Mechanism for the Massive Case
There is a very elegant way to prove this quite desirable statement by exploiting the algebraic
structure of the participating operators. This is known as the quartet mechanism. The proof
presented here is basically an adaptation of the more general formulation given in [8] and [9]
to the special case of spin-2 particles.

The first step is to introduce new fields by the following substitutions:

X0
p = −in0

p + 1√
2
a1

p − i
√

3
2bp, Y 0

p = − i3n
0
p + 1

3
√

2
a1

p + i√
6
bp, (4.3.29)

X1
p = 1

2n
0
p +
√

3
2 n1

p −
i√
2
a1

p, Y 1
p = −1

3n
0
p + 1√

3
n1

p + i

√
2

3 a1
p, (4.3.30)

Xr
p = 1√

2
(nrp − iarp), Y r

p = 1√
2

(nrp + iarp) for r = 2, 3, 4. (4.3.31)

It is quite easy to check that these new fields satisfy the commutation relations

[Xr
p, Y

l†
q ]− = (−1)λr2Ep(2π)3δlrδ(p− q), (4.3.32)

[Xr
p, X

l†
q ]− = [Y r

p , Y
l†

q ]− = [Xr
p, X

l
q]− = [Y r

p , Y
l

q]− = 0 (4.3.33)

for all l, r = 0, ..., 4. Furthermore, they also commute with all the operators corresponding to
physical polarizations and ghosts. So the Xr

p and Y r†
p form pairs of annihilation and creation

operators that are independent from each other and all other fields. One can easily verify that

n0
p = 1

3X
1
p −

1
2Y

1
p + i

(1
3X

0
p + Y 0

p

)
, n1

p = 1
2
√

3
(2X1

p + 3Y 1
p ), (4.3.34)

nrp = 1√
2

(Xr
p + Y r

p ) for r = 2, 3, 4, (4.3.35)

a1
p = 1√

2

(1
3X

0
p + Y 0

p + i
(2

3X
1
p − Y 1

p

))
, arp = i√

2
(Xr

p − Y r
p ) for r = 2, 3, 4 (4.3.36)

and bp = i√
6

(X0
p − 3Y 0

p ) (4.3.37)

hold. Therefore, the Xr
p and Y r

p form just another set of operators that can be used, together
with the ghost generators, to generate any configuration of unphysical polarizations. However,
this special choice of operators offers the remarkable form of BRST transformations

[Ω, Y 0
p ]− = 2mcp, [Ω, c̄p]+ = −2mX0

p, (4.3.38)
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[Ω, Y r
p ]− = 2mvrp, [Ω, v̄rp]+ = −2mXr

p for r = 1, ..., 4. (4.3.39)

That means the fields X0
p, Y 0

p , cp and c̄p form a so-called quartet, just as Xr
p, Y r

p , vrp and v̄rp
for r = 1, ..., 4. These transformations in particular imply that X l

p commutes with Ω for all
l = 0, ..., 4. Thus the Xr

p and Y r
p offer a way to reduce the more or less complex structure

of the unphysical polarizations to the much easier case of independent pairs of creation and
annihilation operators that all turn into independent ghost fields under BRST transformations.

The second step is to have a closer look at the projector P (n) onto the subspace of V that
contains all the states with n unphysical fields. P (0) therefore is the projector onto Vphys.
According to [8] P (n) can be inductively formulated as

P (n) = 1
n

∫
d̃p
{
−X0†

p P
(n−1)Y 0

p − Y 0†
p P (n−1)X0

p − c̄†pP (n−1)cp − c†pP (n−1)c̄p

+
4∑
r=1

(−1)λr
(
Xr†

p P
(n−1)Y r

p + Y r†
p P (n−1)Xr

p + v̄r†p P
(n−1)vrp + vr†p P

(n−1)v̄rp

)} (4.3.40)

for n ≥ 1.

Remark It is easy to understand that P (n) in fact is the projector onto the space with n
unphysical fields. Consider the operator∫

d̃p(−1)λrXr†
p P

(n−1)Y r
p (4.3.41)

for some r = 0, ..., 4 and let it act onto a vector |m〉 with m unphysical fields. Y r
p annihilates

one certain type of unphysical polarization. Therefore, Y r
p |m〉 is an element of the space that

contains only vectors with m− 1 unphysical polarizations. So P (n−1)Y r
p |m〉 clearly vanishes if

m 6= n.
Now assume that m = n. Since P (n−1) is the projector onto the space with n−1 unphysical

polarizations, it leaves Y r
p |n〉 invariant. So the operator (4.3.41) takes the form∫

d̃p(−1)λrXr†
p Y

r
p (4.3.42)

on the space with n unphysical polarizations and vanishes on any space that corresponds to a
different number.

This argumentation now can be applied to all the remaining terms of P (n) to find that it
takes the form

P (n) = 1
n

∫
d̃p
{
−X0†

p Y
0

p − Y 0†
p X0

p − c̄†pcp − c†pc̄p

+
4∑
r=1

(−1)λr
(
Xr†

p Y
r

p + Y r†
p Xr

p + v̄r†p v
r
p + vr†p v̄

r
p

)} (4.3.43)

on the space with n unphysical polarizations and is zero on all spaces with a different number
of unphysical fields. The integral in (4.3.43) clearly is just the number operator of the unphys-
ical polarizations. The signs of the different terms are chosen in such a way that they fit to
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the signs that come from the corresponding commutation relations. So on the space with n
unphysical particles this integral is just n1 and therefore P (n) is just the unit operator on this
space. This shows that P (n) in fact projects onto it.

This form of P (n) offers the possibility to prove the following quite remarkable theorem.

Theorem 4.3.1 The projectors P (n) commute with Ω for all n ∈ N0.

Proof: This statement can be shown by using the method of complete induction. For n = 0
the statement is obviously true, since P (0) can be written as a linear combination of projectors
of the form

1
s!

∫
d̃p1...d̃psn

r1†
p1 ...n

rs†
ps |0〉〈0|n

rs
ps ...n

r1
p1 , (4.3.44)

where r1, ..., rs ≥ 5 and s ∈ N0. Since Ω commutes with all these creation and annihilation
operators and Ω|0〉 = 0 holds, Ω commutes with these projectors and consequently with P (0)

as well.
Now assume that [Ω, P (n)]− = 0 holds for one particular n ∈ N0, then it follows, by using

that Ω also (anti)commutes with all the Xr
p, vrp and cp,

[Ω, P (n+1)]− = 1
n+ 1

∫
d̃p
{
−X0†

p P
(n)[Ω, Y 0

p ]− − [Ω, Y 0†
p ]−P (n)X0

p − [Ω, c̄†p]+P (n)cp

+ c†pP
(n)[Ω, c̄p]+ +

4∑
r=1

(−1)λr
(
Xr†

p P
(n)[Ω, Y r

p ]− + [Ω, Y r†
p ]−P (n)Xr

p

+ [Ω, v̄r†p ]+P (n)vrp − vr†p P (n)[Ω, v̄rp]+
)}

= 2m
n+ 1

∫
d̃p
{
−X0†

p P
(n)cp + c†pP

(n)X0
p +X0†

p P
(n)cp

− c†pP (n)X0
p +

4∑
r=1

(−1)λr
(
Xr†

p P
(n)vrp − vr†p P (n)Xr

p

−Xr†
p P

(n)vrp + vr†p P
(n)Xr

p

)}
= 0.

(4.3.45)

This completes the induction and the statement is proven. �

Now the proof of the isometric isomorphy can be performed more or less easily. It is subject
of the following two theorems.

Theorem 4.3.2 The intersection of the space of physical polarizations and the image of the
BRST charge operator is trivial, i.e. Vphys ∩ im Ω = {0}.

Proof: First consider an arbitrary vector |ψn〉 with exactly n ≥ 1 unphysical polarizations,
i.e. |ψn〉 ∈ P (n)V . Then Theorem 4.3.1, together with the projector properties of P (n), implies

Ω|ψn〉 = ΩP (n)|ψn〉 = P (n)Ω|ψn〉. (4.3.46)

So Ω|ψn〉 is also contained in P (n)V . This also shows that the image of an arbitrary element

|ψ′〉 =
∞∑
n=1

cn|ψn〉, cn ∈ C (4.3.47)
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of the vector space Vunphys, spanned by all the vectors with at least one unphysical polarization,
is still contained in Vunphys. Now let |ψ0〉 be an arbitrary element of Vphys, i.e. the space that
contains no unphysical polarizations. Since this space is created by the generators nr†p for
r ≥ 5, the property Ω|ψ0〉 = 0 always holds. Therefore, the image of an arbitrary element
|ψ〉 ∈ V , which can of course be written as a linear combination of the form |ψ〉 =

∑∞
n=0 cn|ψn〉

with cn ∈ C, always is contained in Vunphys:

Ω|ψ〉 = c0Ω|ψ0〉+
∞∑
n=1

cnΩ|ψn〉 =
∞∑
n=1

cnΩ|ψn〉 ∈ Vunphys. (4.3.48)

Thus any element of Vphys ∩ im Ω is also an element of Vphys ∩ Vunphys and therefore has to be
0, since Vphys ∩ Vunphys = {0}. �

Theorem 4.3.3 Let |Ψ〉 ∈ ker Ω. Then there is a unique |ψ〉 ∈ Vphys and a |ς〉 ∈ V such that

|Ψ〉 = |ψ〉+ Ω|ς〉 (4.3.49)

holds.

Proof: Theorem 4.3.1 can be applied to show that

P (n) = [Ω, R(n)]+ (4.3.50)

holds for n ≥ 1, where R(n) is defined as

R(n) = 1
2mn

∫
d̃p
{
c̄†pP

(n−1)Y 0
p + Y 0†

p P (n−1)c̄p

−
4∑
r=1

(−1)λr
(
v̄r†p P

(n−1)Y r
p + Y r†

p P (n−1)v̄rp

)}
.

(4.3.51)

Therefore, by keeping
∑∞

n=0 P
(n) = 1 in mind, |Ψ〉 can be written as

|Ψ〉 = P (0)|Ψ〉+
∞∑
n=1

P (n)|Ψ〉 = P (0)|Ψ〉+
∞∑
n=1

[Ω, R(n)]+|Ψ〉 = P (0)|Ψ〉+Ω
∞∑
n=1

R(n)|Ψ〉, (4.3.52)

since Ω|Ψ〉 = 0. By setting |ψ〉 = P (0)|Ψ〉, which per construction is contained in Vphys, and
|ς〉 =

∑∞
n=1R

(n)|Ψ〉, the existence is proven. Now assume that there is another |ψ′〉 ∈ Vphys
for that a |ς ′〉 ∈ V exists, such that

|Ψ〉 = |ψ′〉+ Ω|ς ′〉 (4.3.53)

holds. Then it follows

|ψ〉 − |ψ′〉+ Ω|ς〉 − Ω|ς ′〉 = 0 ⇔ |ψ〉 − |ψ′〉 = Ω
(
|ς ′〉 − |ς〉

)
. (4.3.54)

But this implies |ψ〉 − |ψ′〉 ∈ Vphys ∩ im Ω. Theorem 4.3.2 states Vphys ∩ im Ω = {0}, which
implies |ψ〉 = |ψ′〉 and therefore the uniqueness of |ψ〉. �
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This last theorem finally shows the desired isometric isomorphy

V ∼ Vphys. (4.3.55)

So the physical space that follows from the BRST formalism basically is the space one would
have expected from the classical point of view. This shows that the introduction of Stückelberg
fields does not change the physical structure of the theory at all. They are just auxiliary fields
that enable the introduction of canonical momenta for all components of the tensor field h′µν
and therefore allow a canonical quantization of the field.

Furthermore, note that the inner product of V in fact is positive definite on Vphys. This is
a direct consequence of the commutation relations of nrp and nl†p for r, l ≥ 5 (see (4.1.20)). So
the completion H of V in fact is a Hilbert space.

Remark The explicit form of the fields Xr
p and Y r

p can be obtained simply by guessing.
If one demands the Xr

p to correlate to the BRST transformations of the ghosts in the given
way (see (4.3.38) and (4.3.39)), they are basically given by (4.3.24), (4.3.25) and (4.3.26). The
only thing left to do is to find Y r

p such that the conditions (4.3.32), (4.3.33), (4.3.38) and
(4.3.39) hold. However, for the massless case, which is discussed in Chapter 5, a systematic
approach for the construction of the Y r

p is presented.



Chapter 5

The BRST Formalism for Massless
Spin-2 Fields

In addition to the BRST quantization of massive spin-2 particles, the same shall be done for
the massless case. The methods that are used to quantize the massless fields are basically the
same as for the massive ones. It is interesting, how these two cases are related to each other
and whether there is a way to interpret the massless case as high energy limit of the massive
one on the ground of the algebraic structure that is given by the BRST transformations of the
different polarization generators.

5.1 Canonical Quantization and BRST Transformations
of the Massless Fields

The quantization of the spin-2, Stückelberg and ghost fields can be performed in a similar way
as in the massive case. The form of the canonical momenta (3.4.6), (3.4.7) and (3.4.8) is the
same as for a finite mass. Consequently, the condition (4.1.11) for the polarization tensors and
its analog for the polarization vectors stay the same. The momenta p now only have to satisfy
the on-shellness condition p2 = 0, since the massive Klein-Gordon equations for all the fields
become massless Klein-Gordon equations. The first significant difference to the massive case
occurs at the choice of k̂. Since all massless particles move with the speed of light, there is no
such thing as a rest frame. Instead of this the usual choice is a momentum that describes a
particle moving in the x3-direction, i.e. k̂ = (k0, 0, 0, k0). Since the commutation relations for
the corresponding creation and annihilation operators are already known, the explicit values
of the polarization tensors and vectors given in (4.1.21) and (4.1.26) shall not be changed.
One only has to keep in mind that k̂ now is no longer (m, 0, 0, 0) but (k0, 0, 0, k0). The form
of the polarizations for different momenta then are created once more by performing suitable
Lorentz transformations on the εrµν(k̂) and εrµ(k̂). This leads once more to the commutation
relations (4.1.15), (4.1.29), (4.1.34),(4.1.41), (4.1.42), (4.1.46) and (4.1.47), where Ep now is
|p|.

Also some results according to BRST transformations can be adapted from the massive
case. The transformations of the fields in position space are just the ones given in (4.2.1) to
(4.2.3) for m = 0, i.e.

75
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δθh
′
µν = θ(∂µην + ∂νηµ), δθA

′
µ = θ

√
2∂µζ, δθφ

′ = 0, (5.1.1)
δθη̄µ = −θBµ, δθζ̄ = −θC, (5.1.2)
δθηµ = δθζ = 0, δθBµ = δθC = 0. (5.1.3)

The auxiliary fields Bµ and C again can be replaced by −2G1
µ

∣∣
m=0 = −2∂νh′µν + ∂µh

′ and
−2G2

∣∣
m=0 = −

√
2∂µA′µ respectively, by integrating over them. At this point it should be clear

that the spin-2 field completely decouples from the Stückelberg fields and the scalar ghost fields
on the level of BRST transformations, as mentioned before. Also the vectorial Stückelberg
field no longer couples to the vectorial ghost or the scalar field. This means that the three
sets of fields {h′µν , η̄µ, ηµ}, {A′µ, c̄, c} and {φ} can be treated completely independently.

Furthermore, the BRST charge Ω is just the one given in (4.2.8) and (4.2.9) for m = 0, i.e.

Ω =
∫
d3x
{
∂kη

0∂kh′ − 2∂kην∂kh′0ν −
√

2∂kζ∂kA′0 − 2r̄µπ0µ − 2∂kηµπkµ −
√

2z̄Σ0

−
√

2∂kζΣk − 2r̄µ∂kh′kµ + r̄k∂
kh′ −

√
2z̄∂kA′k

}
=
∫
d̃p
{

2pµvν(p)nµν†(p) + 2pµv†ν(p)nµν(p)− pµvµ(p)n†(p)− pµvµ†(p)n(p)

+
√

2cppµa
µ†(p) +

√
2c†ppµaµ(p)

}
,

(5.1.4)

which then of course leads to the corresponding transformation relations for the annihilation
operators:

[Ω, nµν(p)]− = −pµvν(p)− pνvµ(p), [Ω, aµ(p)]− = −
√

2pµcp, (5.1.5)
[Ω, bp]− = 0, [Ω, v̄µ(p)]+ = −2pνnµν(p) + pµn(p), (5.1.6)
[Ω, vµ(p)]+ = 0, [Ω, c̄p]+ = −

√
2pµaµ(p) [Ω, cp]+ = 0. (5.1.7)

The transformations of the creation operators can be obtained by conjugating the ones of the
annihilation operators and multiplying with −1 in the case of commutators.

5.2 Analysis of the Physical Sector
As mentioned before, the BRST procedure shall be performed for the spin-2 field and the
Stückelberg fields separately. The reason for that is the fact that if one is only interested
in the massless case of spin-2 particles, no Stückelberg fields have to be introduced, since
the corresponding action already carries a gauge invariance that can be used for the BRST
formalism. However, to understand the relation between the massless and the massive case,
it is necessary to treat the Stückelberg fields for m = 0 as well.

5.2.1 The Physical Space of the Massless Spin-2 Field
The examination of ker Ω ∩ Vh′ is a little more subtle than in the massive case. The BRST
charge, reduced to the space Vh′ , takes the form

Ω
∣∣
Vh′ =

∫
d̃p
{

2pµv†ν(p)nµν(p)− pµvµ†(p)n(p)
}
. (5.2.1)
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Therefore, any |ψ〉 ∈ ker Ω ∩ Vh′ has to satisfy

Ω|ψ〉 =
∫
d̃p
{

2pµv†ν(p)nµν(p)− pµvµ†(p)n(p)
}
|ψ〉 = 0, (5.2.2)

which implies, since |ψ〉 contains no ghosts,(
pµn

µν(p)− 1
2p

νn(p)
)
|ψ〉 = 0. (5.2.3)

This can once more be expressed in a Gupta-Bleuler like manner:

G1(+)
ν (x)|ψ〉 =

(
∂µh′(+)

µν (x)− 1
2∂νh

′(+)(x)
)
|ψ〉 = 0. (5.2.4)

Unlike as in the massive case, the intersection of ker Ω ∩ Vh′ and im Ω is not trivial. A proof
of this will be given later on. However, it is easy to see that the opposite result would be
unfavorable. A straight forward calculation shows

k̂µε0
µν(k̂)− 1

2 k̂νε
0(k̂) = k̂µε5

µν(k̂)− 1
2 k̂νε

5(k̂) = k̂µε7
µν(k̂)− 1

2 k̂νε
7(k̂) = 0 (5.2.5)

and therefore

pµε0
µν(p)− 1

2pνε
0(p) = pµε5

µν(p)− 1
2pνε

5(p) = pµε7
µν(p)− 1

2pνε
7(p) = 0. (5.2.6)

In particular, this implies

pµnµν(p)− 1
2pνn(p) =

9∑
r=0

r 6=0,5,7

(
pµεrµν(p)− 1

2pνε
r(p)

)
nrp. (5.2.7)

Therefore, (5.2.3) ensures that the space that is generated by the n0†
p , n5†

p and n7†
p is a subspace

of ker Ω ∩ Vh′ . So if im Ω ∩ ker Ω ∩ Vh′ = {0}, the corresponding three polarizations all would
be physical and independent from each other. This contradicts the classical picture, in which
a massless spin-2 particle only has two physical degrees of freedom.

In order to identify the physical polarizations ker Ω ∩ Vh′η̄η has to be examined. Here Vh′η̄η is
the space that is generated by the spin-2 field and the two vectorial ghosts. It is again possible
to construct a set of quartets that allow to identify

Vh′ =
(

ker Ω ∩ Vh′η̄η
)
/ im Ω (5.2.8)

with a subspace of ker Ω ∩ Vh′η̄η via isomorphy. To do so, it is necessary to have a closer
look at the BRST transformations of the creation and annihilation operators of the different
polarizations. The strategy to obtain them is just the same as in the massive case, i.e. (4.3.15),
(4.3.16), (4.3.18) and (4.3.19) can be applied together with (4.3.20) to obtain

[Ω, n0
p]− = −k0(v1

p + v4
p), [Ω, n1

p]− = k0
(√

3v1
p −

1√
3
v4

p

)
, [Ω, n2

p]− =
√

2k0v2
p, (5.2.9)

[Ω, n3
p]− =

√
2k0v3

p, [Ω, n4
p]− =

√
2k0(−v1

p + v4
p), [Ω, n5

p]− = 0, (5.2.10)
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[Ω, n6
p]− = 2

√
2
3k

0v4
p, [Ω, n7

p]− = 0, [Ω, n8
p]− = −

√
2k0v2

p, (5.2.11)

[Ω, n9
p]− = −

√
2k0v3

p (5.2.12)
and
[Ω, v̄1

p]+ = −k0(n0
p +
√

3n1
p +
√

2n4
p), (5.2.13)

[Ω, v̄2
p]+ = −k0(

√
2n2

p +
√

2n8
p), (5.2.14)

[Ω, v̄3
p]+ = −k0(

√
2n3

p +
√

2n9
p), (5.2.15)

[Ω, v̄4
p]+ = −k0

(
− n0

p + 1√
3
n1

p +
√

2n4
p − 2

√
2
3n

6
p

)
. (5.2.16)

Since the operators n5
p and n7

p commute with Ω, their creation operators are good candidates
for the generators of the space that is isomorphic to Vh′ . In fact, this assumption turns out
to be true. Therefore, the space generated by the n5†

p and n7†
p shall be denoted as Vh′phys for

the rest of this chapter. The corresponding polarizations shall be called physical. All other
polarizations of the spin-2 field and the ghost fields shall be denoted as unphysical. Another
argument that supports the latest assumption is the form of the corresponding polarization
tensors ε5

µν and ε7
µν . At k̂ they have the form

ε5
µν(k̂) = 1√

2


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 and ε7
µν(k̂) = 1√

2


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

. (5.2.17)

So they are the polarizations that are transverse to k̂. This is a Lorentz invariant condition
and therefore true for all p with p2 = 0. So, like in the photonic case (see [3]), they are the
two polarizations for spin-2 particles one would naively expect.

To construct the quartets, a more systematic approach than for the massive case is necessary.
Since there are four ghost-anti-ghost pairs involved, one would expect to find four quartets.
The operators Xr

p, which are supposed to satisfy [Ω, v̄rp]+ ∝ Xr
p, can be identified quite easily.

By using the relations (5.2.13) to (5.2.16), one finds that the choice

X1
p = n0

p +
√

3n1
p +
√

2n4
p, X2

p =
√

2(n2
p + n8

p), (5.2.18)

X3
p =
√

2(n3
p + n9

p) and X4
p = −n0

p + 1√
3
n1

p +
√

2n4
p − 2

√
2
3n

6
p (5.2.19)

lead to the relations

[Ω, v̄rp]+ = −k0Xr
p and [Xr

p, X
l†
q ] = [Xr

p, X
l
q] = 0 (5.2.20)

for all r, l = 1, ..., 4. So the only thing left to do is to find the corresponding Y r
p such that the

following commutation relations hold for all l, r = 1, ..., 4:

[Xr
p, Y

l†
q ]− = (−1)λr2Ep(2π)3δlrδ(p− q) and (5.2.21)

[Y r
p , Y

l†
q ]− = [Y r

p , Y
l

q]− = 0. (5.2.22)
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Remark The special choice that (−1)λr shall determine the sign of [Xr
p, Y

l†
q ]− is not necessary.

One could replace Y r
p by −Y r

p for any r and all the following arguments would hold in a quite
analogous way. However, the signs that are chosen here allow to write the following formulas
in a more compact way.

Furthermore, the Y r
p have to satisfy

[Ω, Y r
p ]− ∝ vrp (5.2.23)

in order to turn the sets {Xr
p, Y

r
p , v̄

r
p, v

r
p} into quartets. All these commutation relations offer

equations that allow to determine the Y r
p . The ansatz Y 1

p = α0n
0
p +
√

3α1n
1
p +
√

2α4n
4
p with

α0, α1α4 ∈ R can be made to obtain

[X1
p, Y

1†
q ]− = (−α0 + 3α1 − 2α4)2Ep(2π)3δ(p− q) != 2Ep(2π)3δ(p− q), (5.2.24)

[Y 1
p , Y

1†
q ]− = (−α2

0 + 3α2
1 − 2α2

4)2Ep(2π)3δ(p− q) != 0 and (5.2.25)

[Ω, Y 1
p ]− = k0(−α0 + 3α1 − 2α4)v1

p + k0(−α0 − α1 + 2α4)v4
p

!∝ v1
p (5.2.26)

and therefore

− α0 + 3α1 − 2α4 = 1, −α2
0 + 3α2

1 − 2α2
4 = 0 and − α0 − α1 + 2α4 = 0. (5.2.27)

Note that this set of equations already implies [Ω, Y 1
p ]− = k0v1

p. Furthermore, it has the unique
solution

α0 = − 5
16 , α1 = 3

16 and α4 = − 1
16 . (5.2.28)

So Y 1
p has the form

Y 1
p = 1

16(−5n0
p + 3

√
3n1

p −
√

2n4
p). (5.2.29)

The remaining commutation relations [Xr
p, Y

1†
q ]− = 0 for r 6= 1 are also fulfilled. The com-

mutation relations for r = 2 and r = 3 are simple enough to guess the correct Y r
p . One

finds
Y 2

p = 1
2
√

2
(n2

p − n8
p) and Y 3

p = 1
2
√

2
(n3

p − n9
p). (5.2.30)

Y 4
p is again a more challenging case. By making the ansatz

Y 4
p = −β0n

0
p + 1√

3
β1n

1
p +
√

2β4n
4
p − 2

√
2
3β6n

6
p, (5.2.31)

with the real coefficients β0, β1, β4 and β6, one finds

[X4
p, Y

4†
q ]− =

(
− β0 + 1

3β1 − 2β4 + 8
3β6

)
2Ep(2π)3δ(p− q) != −2Ep(2π)3δ(p− q), (5.2.32)

[Y 1
p , Y

4†
q ]− = 1

16(−5β0 + 3β1 + 2β4)2Ep(2π)3δ(p− q) != 0, (5.2.33)

[Y 4
p , Y

4†
q ]− =

(
− β2

0 + 1
3β

2
1 − 2β2

4 + 8
3β

2
6

)
2Ep(2π)3δ(p− q) != 0 and (5.2.34)
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[Ω, Y 4
p ]− = k0(β0 + β1 − 2β4)v1

p + k0
(
β0 −

1
3β1 + 2β4 −

8
3β6

)
v4

p
!∝ v4

p (5.2.35)

and therefore the following set of equations for the coefficients:

− β0 + 1
3β1 − 2β4 + 8

3β6 = −1, −5β0 + 3β1 + 2β4 = 0 (5.2.36)

− β2
0 + 1

3β
2
1 − 2β2

4 + 8
3β

2
6 = 0 and β0 + β1 − 2β4 = 0. (5.2.37)

Similar to the case of Y 1
p , this set of equations already implies [Ω, Y 4

p ]− = k0v4
p. The unique

solution of this set reads
β0 = β1 = β4 = −β6 = 3

16 . (5.2.38)

So Y 4
p has the form

Y 4
p = 3

16

(
− n0

p + 1√
3
n1

p +
√

2n4
p + 2

√
2
3n

6
p

)
. (5.2.39)

It is easy to check that all remaining commutation relations are fulfilled, too. These construc-
tions of the Y r

p give the following relations:

[Xr
p, Y

l†
q ]− = (−1)λr2Ep(2π)3δlrδ(p− q), (5.2.40)

[Xr
p, X

l†
q ]− = [Y r

p , Y
l†

q ]− = [Xr
p, X

l
q]− = [Y r

p , Y
l

q]− = 0, (5.2.41)
[Ω, Y r

p ]− = k0vrp, and [Ω, v̄rp]+ = −k0Xr
p (5.2.42)

for r = 1, ..., 4. So the four quartets have been found. Since

n0
p = 5

16X
1
p − Y 1

p −
3
16X

4
p − Y 4

p , n1
p = 3

√
3

16 X1
p +
√

3Y 1
p −
√

3
16 X

4
p −

1√
3
Y 4

p , (5.2.43)

n2
p = 1

2
√

2
X2

p +
√

2Y 2
p , n3

p = 1
2
√

2
X3

p +
√

2Y 3
p , (5.2.44)

n4
p = 1

8
√

2
(X1

p − 16Y 1
p + 3X4

p + 16Y 4
p ), n6

p = 2
√

2
3Y

4
p −

√
3

4
√

2
X4

p, (5.2.45)

n8
p = 1

2
√

2
X2

p −
√

2Y 2
p and n9

p = 1
2
√

2
X3

p −
√

2Y 3
p , (5.2.46)

the quartets generate all the configurations of unphysical polarizations, just as in the massive
case.

Now in order to prove that Vh′phys is isometric isomorphic to Vh′ one has to show that for
all |Ψ〉 ∈ ker Ω ∩ Vh′η̄η there is a unique |ψ〉 ∈ Vh′phys and a |ς〉 ∈ V such that |Ψ〉 = |ψ〉+ Ω|ς〉
holds. The proof of this can be performed in a quite analogous way as for the massive case.

Let P (0) be the projector onto Vh′phys. The projector P (n) onto the subspace of Vh′η̄η with
n > 0 unphysical polarizations once more can be expressed inductively as

P (n) = 1
n

∫
d̃p

4∑
r=1

(−1)λr
(
Xr†

p P
(n−1)Y r

p +Y r†
p P (n−1)Xr

p + v̄r†p P (n−1)vrp +vr†p P (n−1)v̄rp

)
. (5.2.47)
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A complete induction, which can be performed in the same way as for the massive case, shows

[Ω, P (n)]− = 0 for all n ∈ N0. (5.2.48)

This property and the fact that all generators of the space Vh′phys commute with Ω are the only
ingredients necessary to prove Theorem 4.3.2. So Vh′phys∩ im Ω = {0} also holds in the massless
case. Furthermore, it is easy to verify that

P (n) = [Ω, R(n)]+, (5.2.49)

where R(n) is defined as

R(n) = − 1
k0n

∫
d̃p

4∑
r=1

(−1)λr
(
v̄r†p P

(n−1)Y r
p + Y r†

p P (n−1)v̄rp

)
, (5.2.50)

holds for all n ≥ 1. Therefore, the massless version of Theorem 4.3.3 can be proven in just
the same way as in the massive case. So once more the isometric isomorphy

Vh′ ∼ Vh′phys (5.2.51)

holds. And since Vh′phys is generated by operators with commutation relations that correspond
to a positive definite inner product (see (4.1.20)), the completion Hh′ of Vh′ is a Hilbert space.

5.2.2 The Physical Space of the Massless Stückelberg Fields
The BRST formalism for the Stückelberg fields is basically just the one for a massless spin-1
field and a massless scalar field that completely decouples from the former. It works in quite
the same way as in the spin-2 case.

Before it is performed explicitly, consider the space VA′φ that is generated by the polariza-
tions of A′µ and φ′. Restricted to that subspace, Ω takes the form

Ω
∣∣
VA′φ =

√
2
∫
d̃pc†ppµa

µ(p). (5.2.52)

So one finds that a state |ψ〉 ∈ ker Ω ∩ VA′φ has to satisfy

pµa
µ(p)|ψ〉 = 0 (5.2.53)

or equivalently
∂µA′(+)

µ |ψ〉 = 0. (5.2.54)
This is just the Gupta-Bleuler condition, which shows the consistency of the BRST formalism
with the manual quantization of the spin-1 field, that was presented in Section 2.4.1.

Now let VA′φ′c̄c be the subspace of V that is generated by the Stückelberg fields and the
scalar ghosts. Similar to the previous cases, a subspace VA

′φ′

phys ⊂ VA
′φ′c̄c has to be identified,

that is isometric isomorphic to

VA′φ′ =
(

ker Ω ∩ VA′φ′c̄c
)
/ im Ω. (5.2.55)
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First one has to compute the commutators of the BRST charge with all participating polar-
ization generators. By using (4.3.17) and (4.3.20), one finds

[Ω, a1
p]− =

√
2k0cp, [Ω, a2

p]− = 0, [Ω, a3
p]− = 0, [Ω, a4

p]− = −
√

2k0cp, (5.2.56)
[Ω, bp]− = 0 and [Ω, c̄p]+ = −

√
2k0(a1

p + a4
p). (5.2.57)

So, by taking the previous cases as motivation, the space that is generated by the a2†
p , a3†

p and
b†p is a good candidate for a space that is isometric isomorphic to VA′φ′ and will be denoted
as VA

′φ′

phys in the following.

This time there is only one quartet. Inspired by [Ω, c̄p]+, one can choose

X0
p =
√

2(a1
p + a4

p) and Y 0
p = 1

2
√

2
(a1

p − a4
p) (5.2.58)

to find

[X0
p, Y

0†
q ]− = −2Ep(2π)3δ(p− q), (5.2.59)

[X0
p, X

0†
q ]− = [Y 0

p , Y
0†

q ]− = [X0
p, X

0
q]− = [Y 0

p , Y
0

q ]− = 0, (5.2.60)
[Ω, Y 0

p ]− = k0cp and [Ω, c̄p]+ = −k0X0
p. (5.2.61)

Therefore, {X0
p, Y

0
p , c̄p, cp} is a quartet. Since

a1
p = 1

2
√

2
X0

p +
√

2Y 0
p and a4

p = 1
2
√

2
X0

p −
√

2Y 0
p , (5.2.62)

the space that is generated by this quartet is just the one generated by the a1
p, a4

p, c̄p and cp.
The corresponding polarizations will be denoted as unphysical. From this point forward, the
proof that VA

′φ′

phys is isometric isomorphic to VA′φ′ works in the exact same way as before. The
projector onto the space with n > 0 unphysical polarizations is

P (n) = − 1
n

∫
d̃p
{
X0†

p P
(n−1)Y 0

p + Y 0†
p P (n−1)X0

p + c̄†pP
(n−1)cp + c†pP

(n−1)c̄p

}
, (5.2.63)

where P (0) now denotes the projector onto VA
′φ′

phys. It commutes with Ω and can be written as

P (n) = [Ω, R(n)]+ (5.2.64)

with
R(n) = 1

k0n

∫
d̃p
{
c̄†pP

(n−1)Y 0
p + Y 0†

p P (n−1)c̄p

}
. (5.2.65)

Furthermore, the generators of the space VA
′φ′

phys of physical polarizations, i.e. a2†
p , a3†

p and b†p
all commute with Ω and therefore for any |Ψ〉 ∈

(
ker Ω ∩ VA′φ′c̄c

)
again a unique |ψ〉 ∈ VA

′φ′

phys

and a |ς〉 ∈ VA′φ′c̄c exists, such that

|Ψ〉 = |ψ〉+ Ω|ς〉 (5.2.66)

holds, which proves the isometric isomorphy

VA′φ′ ∼ VA
′φ′

phys. (5.2.67)

And again all generators of VA
′φ′

phys have the correct commutation relations to turn the completion
HA′φ′ of VA′φ′ into a Hilbert space.
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5.3 The Physical Space for the Full Theory
Now after the structure of the physical states has been examined separately for the spin-2 and
the Stückelberg fields, the identification of the physical states in all of V is easy to perform. As
mentioned before, the space of the spin-2 and the Stückelberg fields have nothing to do with
each other with regard to the BRST formalism. So one would expect Vphys = Vh′phys ⊗ V

A′φ′

phys

to be isometric isomorphic to V = ker Ω/ im Ω. In fact this is what turns out when the
quartet mechanism is applied to all of V . One can identify the five quartets {X0

p, Y
0

p , c̄p, cp}
and {Xr

p, Y
r

p , v̄
r
p, v

r
p}, which correspond to creation operators that generate the same space as

a1†
p , a4†

p , n0†
p , n1†

p ,..., n4†
p , n6†

p , n8†
p , n9†

p , c†p, c̄†p vr†p and v̄r†p , i.e. the space of all the unphysical
polarizations. The projector onto the space of states with exactly n unphysical polarizations
then has the form

P (n) = 1
n

∫
d̃p
{
−X0†

p P
(n−1)Y 0

p − Y 0†
p P (n−1)X0

p − c̄†pP (n−1)cp − c†pP (n−1)c̄p

+
4∑
r=1

(−1)λr
(
Xr†

p P
(n−1)Y r

p + Y r†
p P (n−1)Xr

p + v̄r†p P
(n−1)vrp + vr†p P

(n−1)v̄rp

)}
,

(5.3.1)

where P (0) now is the projector onto Vphys. The rest of the proof works in the same way as
before. One finds [Ω, P (n)]− = 0, which can be applied to find P (n) = [Ω, R(n)]+ with

R(n) = 1
k0n

∫
d̃p
{
c̄†pP

(n−1)Y 0
p + Y 0†

p P (n−1)c̄p

−
4∑
r=1

(−1)λr
(
v̄r†p P

(n−1)Y r
p + Y r†

p P (n−1)v̄rp

)} (5.3.2)

and Vphys ∩ ker Ω = {0}. These results then lead to the isometric isomorphy

V ∼ Vphys. (5.3.3)

The space Vphys clearly has a positive definite inner product and therefore, once more the
completion H of V is a Hilbert space.

Both the massive and the massless case deliver a physical space with a total number of five
degrees of freedom. For a finite mass they correspond to n5

p,..., n9
p while for a vanishing mass

n6
p, n8

p and n9
p are replaced by a2

p, a3
p and bp. This can be interpreted as the correction of the

vDVZ discontinuity for the Quantum theory of spin-2 particles.

5.4 The Relation Between the Massless and the Massive
Case

This final result raises the question whether it is possible to find a connection between the
algebraic structures of the massive and the massless case, i.e. is there a way to continuously
transform all the (anti)commutators of the BRST charge and the different fields for m > 0
into their analogs for m = 0? In fact this is possible. The trick is to choose k̂ not to represent
a resting particle in the massive case, but a particle that moves with an arbitrary speed in the
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x3-direction, i.e. k̂ = (k0, 0, 0, k3) with k̂2 = −m2. By applying the exact same steps as in the
previous cases, one gets

[Ω, n0
p]− = −(k0v1

p + k3v4
p) + i2mcp, [Ω, n1

p]− =
√

3k0v1
p −

k3
√

3
v4

p, (5.4.1)

[Ω, n2
p]− =

√
2k0v2

p, [Ω, n3
p]− =

√
2k0v3

p, [Ω, n4
p]− =

√
2(−k3v1

p + k0v4
p), (5.4.2)

[Ω, n5
p]− = 0, [Ω, n6

p]− = 2
√

2
3k

3v4
p, [Ω, n7

p]− = 0 [Ω, n8
p]− = −

√
2k3v2

p, (5.4.3)

[Ω, n9
p]− = −

√
2k3v3

p, (5.4.4)
[Ω, a1

p]− = −
√

2(imv1
p − k0cp), [Ω, a2

p]− = −im
√

2v2
p, (5.4.5)

[Ω, a3
p]− = −im

√
2v3

p, [Ω, a4
p]− = −

√
2(imv4

p + k3cp), (5.4.6)
[Ω, bp]− = −im

√
6cp, (5.4.7)

[Ω, v̄1
p]+ = −(k0n0

p +
√

3k0n1
p +
√

2k3n4
p − i

√
2ma1

p), (5.4.8)
[Ω, v̄2

p]+ = −
√

2(k0n2
p + k3n8

p − ima2
p), [Ω, v̄3

p]+ = −
√

2(k0n3
p + k3n9

p − ima3
p), (5.4.9)

[Ω, v̄4
p]+ = k3n0

p −
1√
3
k3n1

p −
√

2k0n4
p + 2

√
2
3k

3n6
p + i

√
2ma4

p and (5.4.10)

[Ω, c̄p]+ = −
√

2(k0a1
p + k3a4

p − i
√

2mn0
p − i

√
3mbp). (5.4.11)

For m = 0, which implies k3 = k0, these are just the transformations for the massless case,
while for k3 = 0 they become the ones presented in Section 4.3.1. So this method offers a way
to continuously turn the one set of transformations into the other. This allows to interpret
the massless case as the high energy limit of the massive case. For high energies m becomes
insignificantly small compared to k0 and k3. So one finds k3 ≈ k0 and m ≈ 0, which means
that the transformations above become the ones for a massless particle at the high energy
limit.

Another property worth to mention is that the only polarizations of the used basis that
remain physical for all k̂ = (k0, 0, 0, k3) are ε5

µν(p) and ε7
µν(p). But this is not surprising, since

they are the only ones that are transverse to p for all k̂. The other physical polarizations are
linear combinations of the remaining ones for m 6= 0 and k3 6= 0. The reason for that is the
fact that the chosen basis of polarization tensors is constructed in such a way that the physical
polarizations for a resting particle can easily be identified. For a moving particle they would
need to be adapted by applying suitable Lorentz transformations. But this is just the way
how the polarizations for arbitrary momenta are constructed in Section 4.1. So one would just
get the (anti)commutators with Ω that are presented in the corresponding chapter.

From the case of massive spin-1 particles it is known that for a fast moving particle two
physical polarizations remain unchanged while the third begins to align itself with the 4-
momentum of the particle and disappears in the high energy limit. For the spin-2 case a
similar effect can be observed. In the high energy limit, i.e. the massless case, three of the five
physical polarizations of the spin-2 field vanish and are replaced by physical polarizations of
the Stückelberg fields, since they are constructed in such a way that they conserve the total
number of physical polarizations.



Chapter 6

Coupling to External Sources

The physical vector space that describes spin-2 particles of arbitrary mass is now very well
understood. The next step is to couple the spin-2 fields to external sources. At this point the
spin-2 fields do not interact with any other field and therefore just form an isolated system
that has nothing to do with any other particle, which might be actually observed in nature.

A first approach to change this is to introduce sources that can actually generate spin-2
fields. While doing so one has to ensure that such a source does not produce particles that carry
unphysical polarizations, i.e. states that are not contained in the kernel of Ω. The easiest way
to guarantee this is to demand that the new action, which contains also the external sources,
is still BRST-invariant.

6.1 The General Structure of External Sources
The gauge fixed action SGF can be extended by additional terms that represent couplings of
the spin-2 and Stückelberg fields to external sources, i.e.

SGF −→ SGF + SS, (6.1.1)

with
SS[h′µν , A′µ, φ′] =

∫
d4x
{
h′µνT

µν + A′µj
µ + φ′f

}
. (6.1.2)

Here T µν , jµ and f is a tensorial, a vectorial and a scalar external source, respectively. Since
h′µν is symmetric, T µν can be assumed to be symmetric without loss of generality.

By demanding that SGF + SS is still BRST-invariant, it is possible to derive certain prop-
erties the external sources have to fulfill. Since SGF is already BRST-invariant, the only thing
that has to be ensured is

sSS =
∫
d4x
{

(2∂µην +mζgµν)T µν +
√

2(−mηµ + ∂µζ)jµ −
√

6mζf

+ h′µν sT µν + A′µ s jµ + φ′ s f
}

= 0.
(6.1.3)

The fields h′µν , A′µ and φ′ only appear in the terms h′µν sT µν , A′µ s jµ and φ′ s f , respectively.
So, in order to ensure that sSS vanishes for all possible field configurations, one finds

sT µν = 0, s jµ = 0 and s f = 0. (6.1.4)
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Therefore and by using the method of partial integration once more, it follows

sSS =
∫
d4x
{
− (2∂µT µν +

√
2mjν)ην + (mT −

√
2∂µjµ −

√
6mf)ζ

}
= 0. (6.1.5)

So the same argument as above implies

2∂µT µν +
√

2mjν = 0 and mT −
√

2∂µjµ −
√

6mf = 0. (6.1.6)

For m = 0 this gives
∂µT

µν = 0 and ∂µj
µ = 0. (6.1.7)

So both T µν and jµ have to be conserved, while f can be chosen arbitrarily, as long as s f = 0
holds. In the massive case one finds

jµ = −
√

2
m
∂νT

µν and f = 1√
6
T +

√
2√

3m2
∂µ∂νT

µν , (6.1.8)

while T µν can be any source for that sT µν vanishes. So for any such T µν there are unique jµ
and f , such that SS is invariant under BRST transformations.

The form of jµ and f also could have been obtained in a different way. For this consider
the Fierz-Pauli action S and extend it with a term that couples hµν to T µν , i.e.

S[hµν ] −→ S[hµν ] +
∫
d4xhµνT

µν . (6.1.9)

Then apply the Stückelberg trick and write hµν in terms of h′µν . This effectively means to
perform the replacement

hµν −→ h′µν + 1√
6
φ′gµν + 1√

2m
(∂µA′ν + ∂νA

′
µ) +

√
2√

3m2
∂µ∂νφ

′ (6.1.10)

in S[hµν ] +
∫
d4xhµνT

µν . By shifting all the partial derivatives from the Stückelberg fields to
T µν via partial integration, one finds∫

d4xhµνT
µν −→

∫
d4x
{
h′µνT

µν+A′µ
(
−
√

2
m
∂νT

µν
)

+φ′
( 1√

6
T+

√
2√

3m2
∂µ∂νT

µν
)}
, (6.1.11)

which is just what one gets when the jµ and f from (6.1.8) are inserted into SS. This is a very
satisfying result. From the physical point of view it is at first not clear, why one should couple
the Stückelberg fields to external sources, since they are known to be unphysical. However,
the argumentation from above shows that the only way to do this appropriately is to couple
the spin-2 field hµν to an external source and then perform the Stückelberg trick, as it is done
for example in [5].

Now it is an interesting question to ask what external sources can be formulated in terms
of other fields that are supposed to couple to massive spin-2 particles. In the following sub-
sections this is done for scalar, vector and spinor fields. In order to ensure that the limit
m −→ 0 can be performed without any problems, ∂µT µν = 0 will be used as an additional
restriction. So the resulting sources will be just the ones that also can be coupled to massless
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spin-2 particles. Furthermore, since the sources are supposed to be external, the corresponding
fields will be assumed to be on-shell, i.e. to solve the corresponding Euler-Lagrange equations.
Interactions of the fields with themselves will not be considered. Therefore, the sources will
be assumed to be a sum of terms that only consist of products of two fields. In addition, each
term will be assumed to contain only up to two derivatives.

Furthermore, it shall be investigated what sources can be constructed that only couple to
h′µν and not to the Stückelberg fields. They clearly have to fulfill the additional condition
T = 0 (see (6.1.8)).

In order to ensure that the sources are invariant under BRST transformations, one would
need to know how they behave under the gauge transformations δ1 and δ2. This will not be
discussed. The sources will simply be assumed to be BRST-invariant.

6.2 Coupling to Scalar Fields
Consider a scalar field χ with mass M 6= 0. It is described by the action

Sχ[χ] =
∫
d4x
{1

2χ(�−M2)χ
}
. (6.2.1)

So the corresponding Euler-Lagrange equation is just the Klein-Gordon equation

(�−M2)χ = 0. (6.2.2)

By applying this to eliminate redundancies such as �(χχ) = 2M2χχ+ 2∂λχ∂λχ, it turns out
that a symmetric source T µνχ , with the restrictions from above, always has the form

T µνχ = α∂µχ∂νχ+ β∂µ∂νχχ+ γ∂λχ∂
λχgµν + δM2χχgµν , (6.2.3)

with real parameters α, β, γ and δ. By making use of the Euler-Lagrange equation, one finds

∂µT
µν
χ = (α + β + 2δ)M2χ∂νχ+ (α + β + 2γ)∂λχ∂ν∂λχ. (6.2.4)

So by demanding ∂µT µνχ = 0, it follows

(α + β + 2δ) = (α + β + 2γ) = 0, (6.2.5)

which is equivalent to
γ = δ = −1

2(α + β). (6.2.6)

By applying this to (6.2.3) and then performing the substitution α = α′ − β, one gets

T µνχ = α′
(
∂µχ∂νχ− 1

2(∂λχ∂λχ+M2χχ)gµν
)

+ β(∂µ∂νχχ− ∂µχ∂νχ). (6.2.7)

It turns out that the remaining parameters α′ and β can not be chosen in such a way that T µνχ
is unequal to zero and only couples to h′µν . As mentioned before, such a source would require
to have a vanishing trace. So one has to demand

0 = Tχ = −(α′ + β)∂λχ∂λχ− (2α′ − β)M2χχ. (6.2.8)
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This implies α′ + β = 0 and 2α′ − β = 0 and therefore one gets α′ = β = 0.

This changes for the massless case. Consider χ to be massless. Then it satisfies the Euler-
Lagrange equation �χ = 0. This can again be used to formulate a general symmetric external
source:

T µνχ = α∂µχ∂νχ+ β∂µ∂νχχ+ γ∂λχ∂
λχgµν + δµ2χχgµν . (6.2.9)

Here µ is a parameter with the dimension of a mass. It is introduced to ensure that all the
other appearing parameters have the same dimension. The appearance of an additional mass
parameter, which is not the mass of the corresponding field, seems somehow unnatural. It is
used here only for the sake of completeness. The corresponding term turns out to vanish when
∂µT

µν = 0 is demanded. Together with �χ = 0, this condition leads to
0 = ∂µT

µν
χ = (α + β + 2γ)∂λχ∂ν∂λχ+ 2δµ2χ∂νχ (6.2.10)

and therefore implies
γ = −1

2(α + β) and δ = 0. (6.2.11)

So after the substitution α = α′ − β the resulting source takes the form

T µνχ = α′
(
∂µχ∂νχ− 1

2∂λχ∂
λχgµν

)
+ β(∂µ∂νχχ− ∂µχ∂νχ). (6.2.12)

Now the condition Tχ = 0 implies
0 = Tχ = −(α′ + β)∂λχ∂λχ (6.2.13)

and therefore β = −α′. So the source that couples only to the spin-2 field is, up to a multi-
plicative constant, uniquely determined and has the form

T µνχ = α′
(

2∂µχ∂νχ− ∂µ∂νχχ− 1
2∂λχ∂

λχgµν
)
. (6.2.14)

6.3 Coupling to Vector Fields
For vector fields the same procedure as for scalar fields can be applied. First consider Vµ to
be a vector field with mass M 6= 0, i.e. a massive spin-1 field. According to Section 2.6, the
corresponding Euler-Lagrange equations can be brought into the form

(�−M2)Vµ = 0, ∂λV
λ = 0. (6.3.1)

They can again be used to eliminate redundant terms in a general ansatz for a symmetric
source T µνV . Hence it can be written in the form

T µνV =α∂µV λ∂νVλ + β∂µ∂νVλV
λ + γ∂λ∂

(µV ν)V λ + δ∂λV
(µ∂ν)V λ + ε∂λV

µ∂λV ν

+ ϑ∂ρVλ∂
ρV λgµν + κ∂ρVλ∂

λV ρgµν + σM2VλV
λgµν + ϕM2V µV ν ,

(6.3.2)

with real parameters α, β, γ, δ, ε, ϑ, κ, σ and ϕ. Furthermore, the Euler-Lagrange equations
can be used to find

∂µT
µν
V =(α + β + 2ϑ)∂ρVλ∂ν∂ρV λ + 1

2(γ + δ + 2ε)∂ρ∂λV ν∂ρV λ

+ 1
2(γ + δ + 4κ

)
∂ρVλ∂

ν∂λV ρ + (α + β + 2σ)M2V λ∂νVλ

+ 1
2(γ + δ + 2ϕ)M2∂λV

νV λ.

(6.3.3)
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So by demanding ∂µT µνV = 0 once more it follows

α + β + 2ϑ = γ + δ + 2ε = γ + δ + 4κ = α + β + 2σ = γ + δ + 2ϕ = 0, (6.3.4)

which is equivalent to

ϑ = σ = −1
2(α + β), ε = 2κ = ϕ = −1

2(γ + δ). (6.3.5)

Therefore, by additionally substituting α = α′ − β and δ = δ′ − γ, T µνV can be brought into
the form

T µνV =α′
(
∂µV λ∂νVλ −

1
2(∂ρVλ∂ρV λ +M2VλV

λ)gµν
)

+ β(∂µ∂νVλV λ − ∂µVλ∂νV λ) + γ(∂λ∂(µV ν)V λ − ∂λV (µ∂ν)V λ)

+ δ′
(
∂λV

(µ∂ν)V λ − 1
2∂λV

µ∂λV ν − 1
4∂ρVλ∂

λV ρgµν − 1
2M

2V µV ν
)
.

(6.3.6)

To identify the part of T µνV that only couples to the spin-2 field, one has to demand TV = 0.
This implies, together with the Euler-Lagrange equations,

0 = TV = −1
2(2α′ + 2β + δ′)∂ρVλ∂ρV λ − γ∂ρVλ∂λV ρ + 1

2(−4α′ + 2β − δ′)M2VλV
λ. (6.3.7)

So one gets
2α′ + 2β + δ′ = γ = −4α′ + 2β − δ′ = 0, (6.3.8)

which is equivalent to
β = 1

2α
′, γ = 0, δ′ = −3α′. (6.3.9)

Therefore, the T µνV that only couples to h′µν is, up to a multiplicative constant, once more
uniquely determined and has the form

T µνV = α′
(1

2∂
µVλ∂

νV λ + 1
2∂

µ∂νVλV
λ − 3∂λV (µ∂ν)V λ + 3

2∂λV
µ∂λV ν

+ 3
2M

2V µV ν + 1
4
(
3∂ρVλ∂λV ρ − 2∂ρVλ∂ρV λ − 2M2VλV

λ
)
gµν
)
.

(6.3.10)

The procedure for the massless case works basically in the same way. Since a massless vector
field is described by the action

SV [Vµ] =
∫
d4x
{
− 1

4(∂µVν − ∂νVµ)(∂µV ν − ∂νV µ)
}
, (6.3.11)

the corresponding Euler-Lagrange equations are

�V µ = ∂µ∂λV
λ. (6.3.12)

They can again be used to eliminate redundancies in order to get the general ansatz

T µνV =α∂µV λ∂νVλ + β∂µ∂νVλV
λ + γ∂λ∂

(µV ν)V λ + δ∂(µV ν)∂λV
λ + ε∂λV

(µ∂ν)V λ

+ ϑ∂λV
µ∂λV ν + κ�V (µV ν) + σ∂ρVλ∂

ρV λgµν + ϕ∂ρVλ∂
λV ρgµν

+ ψ∂ρV
ρ∂λV

λgµν + η�VλV
λgµν + ξµ2V µV ν + %µ2VλV

λgµν
(6.3.13)
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for a symmetric source. The parameters α, β, γ, δ, ε, ϑ, κ, σ, ϕ, ψ, η, ξ and % are again
assumed to be real and µ is supposed to have the dimension of a mass. It once more is only
included for the sake of completeness. The corresponding terms vanish when ∂µT

µν
V = 0 is

demanded. This leads, together with the Euler-Lagrange equations, to

0 = ∂µT
µν
V =1

2(2α + δ + ε+ 2η)�Vλ∂νV λ + (α + β + 2σ)∂ρVλ∂ν∂ρV λ

+ 1
2(2β + 2γ + κ+ 2η)Vλ∂ν�V λ + 1

2(2δ + κ+ 4ψ)�V ν∂λV
λ

+ 1
2(δ + ε+ 2ϑ+ κ)�V λ∂λV

ν + 1
2(γ + ε+ 4ϕ)∂ρVλ∂ν∂λV ρ

+ 1
2(γ + ε+ 2ϑ)∂ρ∂λV ν∂ρV λ + 1

2κ�∂λV
λV ν + ξµ2∂λV

λV ν

+ ξµ2V λ∂λV
ν + 2%µ2Vλ∂

νV λ

(6.3.14)

and therefore implies

0 = 2α + δ + ε+ 2η = α + β + 2σ = 2β + 2γ + κ+ 2η = 2δ + κ+ 4ψ
= δ + ε+ 2ϑ+ κ = γ + ε+ 4ϕ = γ + ε+ 2ϑ = κ = ξ = %.

(6.3.15)

This is equivalent to

α = β + 1
2(γ − ε), σ = −β + 1

4(ε− γ), ϑ = 2ϕ = −1
2(ε+ γ),

δ = −2ψ = γ, η = −(β + γ), κ = ξ = % = 0.
(6.3.16)

So T µνV has the form

T µνV =β
(
∂µV λ∂νVλ + ∂µ∂νVλV

λ − (∂ρVλ∂ρV λ + �VλV
λ)gµν

)
+ γ
(1

2∂
µV λ∂νVλ + ∂λ∂

(µV ν)V λ + ∂(µV ν)∂λV
λ − 1

2∂λV
µ∂λV ν

− 1
4(∂ρVλ∂ρV λ + ∂ρVλ∂

λV ρ + 2∂ρV ρ∂λV
λ + 4�VλV λ)gµν

)
ε
(
− 1

2∂
µV λ∂νVλ + ∂λV

(µ∂ν)V λ − 1
2∂λV

µ∂λV ν

+ 1
4(∂ρVλ∂ρV λ − ∂ρVλ∂λV ρ)gµν

)
.

(6.3.17)

Again, TV = 0 enables to identify the T µνV that only couple to the spin-2 fields. One finds

0 = TV = −(3β + γ)∂ρVλ∂ρV λ − 3(β + γ)�VλV λ − γ∂ρV ρ∂λV
λ − γ∂ρVλ∂λV ρ (6.3.18)

and therefore
β = γ = 0. (6.3.19)

So the corresponding source again is, up to a multiplicative constant, uniquely determined:

T µνV = ε
(
− 1

2∂
µV λ∂νVλ + ∂λV

(µ∂ν)V λ − 1
2∂λV

µ∂λV ν

+ 1
4(∂ρVλ∂ρV λ − ∂ρVλ∂λV ρ)gµν

)
.

(6.3.20)
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Note that this T µνV is invariant under gauge transformations of the form

Vµ 7−→ Vµ + ∂µa, (6.3.21)

with a function a that falls off sufficiently fast at infinity. This is a quite nice feature. The ac-
tion (6.3.11), which is implicitly used by applying the corresponding Euler-Lagrange equations,
of course has the same gauge invariance. This means that a theory that also treats Vµ as a
dynamic field most likely comes with a corresponding BRST transformation of Vµ. Therefore,
the BRST transformation for all the fields, including spin-2 and Stückelberg fields, also takes
the transformation of Vµ into account. The gauge invariance of T µνV now ensures that the
coupling terms of the fields are invariant under this expanded BRST transformation, which is
important to guarantee that the over all action is invariant under BRST transformations.

6.4 Coupling to Spinor Fields
The construction of the source that consists of a spinor field works basically just as the previous
cases. A spinor field with mass M is described by the action

Sψ[ψ̄, ψ] =
∫
d4x
{
− iψ̄ /∂ψ −Mψ̄ψ

}
, (6.4.1)

with /∂ = γλ∂λ and ψ̄ = ψ†γ0. The γµ are the Dirac matrices. The corresponding Euler-
Lagrange equations

(−i/∂ −M)ψ = 0 and i∂λψ̄γ
λ −Mψ̄ = 0 (6.4.2)

in particular imply

(�−M2)ψ = −i/∂(−i/∂ −M)ψ = 0 and (�−M2)ψ̄ = i∂ρ(i∂λψ̄γλ −Mψ̄)γρ = 0, (6.4.3)

which is a direct consequence of [γµ, γν ]+ = −2gµν1.

Now consider M 6= 0. For the source T µνψ the ansatz

T µνψ = α∂(µψ̄γν)ψ + βψ̄γ(µ∂ν)ψ + δMψ̄ψgµν (6.4.4)

is made. When the redundancies that follow from the Euler-Lagrange equations are taken into
account, it follows that this form contains all possible symmetric terms that consist of Dirac
matrices, spinors and up to one partial derivative. The terms with two partial derivatives are
neglected here, since they would require to introduce a new factor with the inverse dimension
of a mass in order to ensure that the corresponding parameters have the same dimension as
α, β and δ. M−1 would be a natural candidate, but this would mean that the source strongly
couples to the spin-2 field in the limit M −→ 0, which does not appear to be reasonable.

Furthermore, note that the term ψ̄γ(µγν)ψ is also indirectly taken into account, since
[γµ, γν ]+ = −2gµν implies ψ̄γ(µγν)ψ = −ψ̄ψgµν . It is also important to mention that the
parameters α, β and δ now have to be assumed to be complex in order to ensure that T µνψ is
real.

From ∂µT
µν
ψ = 0 and the Euler-Lagrange equations one gets

0 = ∂µT
µν
ψ = 1

2(α + β)∂λψ̄γν∂λψ + 1
2(α + β)M2ψ̄γνψ + δM∂νψ̄ψ + δMψ̄∂νψ. (6.4.5)
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This implies
β = −α and δ = 0 (6.4.6)

and therefore
T µνψ = α(∂(µψ̄γν)ψ − ψ̄γ(µ∂ν)ψ). (6.4.7)

Furthermore, by demanding T µν∗ψ = T µνψ and applying ψ̄ = ψ†γ0, γ0γ0 = 1 and γ0γµγ0 = γµ†,
one gets

T µν∗ψ = −α∗(∂(µψ̄γν)ψ − ψ̄γ(µ∂ν)ψ) != α(∂(µψ̄γν)ψ − ψ̄γ(µ∂ν)ψ) = T µνψ (6.4.8)

and therefore α∗ = −α. So there is a ε ∈ R such that α = iε holds, which leads to

T µνψ = ε(i∂(µψ̄γν)ψ − iψ̄γ(µ∂ν)ψ). (6.4.9)

So the condition ∂µT µνψ = 0 already uniquely determines T µνψ . Since

Tψ = 2Mψ̄ψ 6= 0, (6.4.10)

it follows that there is no T µνψ that only couples to h′µν .

This changes for the massless case. Here the Euler-Lagrange equations deliver a very sim-
ilar ansatz for T µνψ as in the massive case:

T µνψ = α∂(µψ̄γν)ψ + βψ̄γ(µ∂ν)ψ + δµψ̄ψgµν . (6.4.11)

Again the terms with two derivatives are neglected in order to avoid the introduction of a new
parameter with the inverse dimension of a mass. µ again is a parameter with the dimension
of a mass. Once more it is only introduced to show that the corresponding parameter δ has
to vanish in order to get ∂µT µνψ = 0:

0 = ∂µT
µν
ψ = 1

2(α + β)∂λψ̄γν∂λψ + δµ∂νψ̄ψ + δµψ̄∂νψ. (6.4.12)

This implies β = −α and δ = 0. So T µνψ has just the same form as for the massive case. The
additional fact that it has to be real again implies that there is a real parameter ε such that
α = iε holds. The resulting source

T µνψ = ε(i∂(µψ̄γν)ψ − iψ̄γ(µ∂ν)ψ) (6.4.13)

is uniquely determined (up to a multiplicative constant) and has a vanishing trace. This is a
direct consequence of the Euler-Lagrange equations. Thus it only couples to the spin-2 field.



Chapter 7

Further Aspects of Spin-2 Particles

To finish the discussion of spin-2 particles and their quantization some additional properties
of them shall be mentioned. It is an interesting question to ask in what way the action SStb,
which has been derived by introducing Stückelberg fields, is unique or how spin-2 particles
relate to gravity. Furthermore, it is interesting to analyze the propagators of the theory and
their relations to each other.

7.1 Propagators and Slavnov-Taylor Identities
The quantized spin-2, Stückelberg and ghost fields can be used to derive the corresponding
Feynman propagators. This procedure is a very well-known calculation. Therefore, it is only
sketched in this section. For an arbitrary field Φ the Feynman propagator has the form

〈0|TΦ(x)Φ(y)|0〉 =Θ(x0 − y0)〈0|Φ(+)(x)Φ(−)(y)|0〉
±Θ(y0 − x0)〈0|Φ(+)(y)Φ(−)(x)|0〉

=Θ(x0 − y0)〈0|[Φ(+)(x),Φ(−)(y)]∓|0〉
±Θ(y0 − x0)〈0|[Φ(+)(y),Φ(−)(x)]∓|0〉.

(7.1.1)

The T denotes the time ordering operator. As usual, the commutator version is used for the
bosonic fields, while the anticommutator refers to the ghosts. Furthermore, in the case of
ghosts one has to consider a time ordered product of a ghost and its corresponding anti-ghost
in (7.1.1), not a time ordered product of two (anti)ghosts. The integral expression of the
Heavyside function

Θ(x0 − y0) = lim
ε→0

i

2π

∫
dp

1
p+ iε

e−ip(x
0−y0) (7.1.2)

can, together with the commutation relations (4.1.13), (4.1.30), (4.1.34), (4.1.38) and (4.1.46)
for the creation and annihilation operators in momentum space, be used to get

〈0|Th′µν(x)h′ρσ(y)|0〉 = lim
ε→0

∫
d4p

(2π)4
i
(
gµ(ρgσ)ν − 1

2gµνgρσ
)

−p2 −m2 + iε
eip(x−y), (7.1.3)

〈0|TA′µ(x)A′ν(y)|0〉 = lim
ε→0

∫
d4p

(2π)4
igµν

−p2 −m2 + iε
eip(x−y), (7.1.4)

〈0|Tφ(x)φ(y)|0〉 = lim
ε→0

∫
d4p

(2π)4
i

−p2 −m2 + iε
eip(x−y), (7.1.5)

93
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〈0|T η̄µ(x)ην(y)|0〉 = lim
ε→0

∫
d4p

(2π)4
−igµν

−p2 −m2 + iε
eip(x−y) and (7.1.6)

〈0|T ζ̄(x)ζ(y)|0〉 = lim
ε→0

∫
d4p

(2π)4
−i

−p2 −m2 + iε
eip(x−y). (7.1.7)

These expressions are true for an arbitrary mass m ≥ 0.

The BRST formalism offers a way to identify relations among Green’s functions. The idea
behind this is to exploit

〈0|[Ω,Φ]±|0〉 = 0 (7.1.8)

for some arbitrary field operator Φ. Relations that originate from such a condition are called
Slavnov-Taylor identities (see [9]).

Consider for example 〈0|[Ω, T η̄ρ(x)h′µν(y)]+|0〉 = 0. Since Ω is time independent, it commutes
with the time ordering operator. This leads to

0 =〈0|[Ω, T η̄ρ(x)h′µν(y)]+|0〉 = 〈0|T [Ω, η̄ρ(x)h′µν(y)]+|0〉
=〈0|T [Ω, η̄ρ(x)]+h′µν(y)|0〉 − 〈0|T η̄ρ(x)[Ω, h′µν(y)]−|0〉
=i〈0|T

(
2∂λh′λρ(x)− ∂ρh′(x) +

√
2mA′ρ(x)

)
h′µν(y)|0〉

− i〈0|T η̄ρ(x)
(
∂µην(y) + ∂νηµ(y) +mζ(y)gµν

)
|0〉

=i〈0|T
(
2∂λh′λρ(x)− ∂ρh′(x)

)
h′µν(y)|0〉 − i〈0|T η̄ρ(x)

(
∂µην(y) + ∂νηµ(y)

)
|0〉.

(7.1.9)

So the relation

〈0|T
(
2∂λh′λρ(x)− ∂ρh′(x)

)
h′µν(y)|0〉 = 〈0|T η̄ρ(x)

(
∂µην(y) + ∂νηµ(y)

)
|0〉 (7.1.10)

can be derived. In an analogous way one can use 〈0|[Ω, T ζ̄(x)h′µν(y)]+|0〉 = 0 to get

m〈0|Th′(x)h′µν(y)|0〉 = m〈0|ζ̄(x)ζ(y)|0〉gµν . (7.1.11)

In the massive case this results in the relation

〈0|Th′(x)h′µν(y)|0〉 = 〈0|T ζ̄(x)ζ(y)|0〉gµν . (7.1.12)

The explicit expressions of the propagators, which are given above, can be used to verify that
this relation is also true for m = 0.

Furthermore, 〈0|[Ω, T η̄µ(x)A′ν(y)]+|0〉 = 0 leads to

m〈0|TA′µ(x)A′ν(y)|0〉 = −m〈0|T η̄µ(x)ην(y)|0〉. (7.1.13)

For m 6= 0 this implies

〈0|TA′µ(x)A′ν(y)|0〉 = −〈0|T η̄µ(x)ην(y)|0〉. (7.1.14)

This again is also true in the massless case, just as

〈0|Tφ′(x)φ′(y)|0〉 = −〈0|T ζ̄(x)ζ(y)|0〉, (7.1.15)
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which follows from 〈0|[Ω, T ζ̄(x)φ′(y)]+|0〉 = 0 in the massive case.
The last relation that shall be mentioned here is

2〈0|T∂λh′λρ(x)h′ρσ(y)|0〉 = 〈0|T
(
η̄ρ(x)(∂µην(y) + ∂νηµ(y)) + ∂ρζ̄(x)ζ(y)gµν

)
|0〉. (7.1.16)

It follows from 〈0|[Ω, T
(
mη̄ρ(x) + ∂ρζ̄(x)

)
h′µν(y)]+|0〉 = 0 in the massive case.

Note that all these relations can also be derived from the explicit expressions of the propaga-
tors. However, the BRST formalism allows to find them only by using the algebraic structure
of the theory. No explicit quantization of the fields is necessary for this. One only has to know
how the different fields are related to each other via BRST transformations. So they offer a
very effective way to check whether the derivation of the propagators has been done correctly.

In non-abelian gauge theories, there are Slavnov-Taylor identities that are less trivial. In
[10] some examples can be found.

7.2 Gauge Theoretic Approach
The action SStb for massive spin-2 fields has been constructed from the Fierz-Pauli action S
in such a way that it is invariant under the gauge transformations δ1 and δ2. This raises the
question whether it is uniquely determined by those invariances, i.e. is any action that is
invariant under δ1 and δ2 proportional to SStb? The discussion of the Stückelberg formalism
in Section 2.6 clearly shows that this can not be true. One can take an arbitrary action of h′µν
and introduce Aµ and φ in just the same way as for SStb. This strategy clearly always leads
to an action that is invariant under the corresponding gauge transformations. So in order to
find some kind of uniqueness for SStb further restrictions have to be considered.

Two very intuitive properties one could demand are first that the gauge invariant action
S̃ should come with a Lagrangian L̃ that only depends on the fields and their first deriva-
tives, i.e. no derivatives of higher order should show up in L, and second that L̃ is Lorentz
invariant. Furthermore, only terms that are products of two fields shall be considered for the
Lagrangian, i.e. the corresponding action is supposed to describe non-interacting fields with
no sources. In fact even those restrictions are not enough to uniquely determine S̃. To see this,
the most general action S̃ that is gauge invariant and offers such a Lagrangian shall be derived.

Before the derivation is performed, one can reduce the liberties for the different terms in
S̃ by some careful considerations. The following notation is quite useful for them: For two ar-
bitrary tensor fields Φ1 and Φ2, (Φ1Φ2) shall denote the integral over an arbitrary contraction
of their indices. For example, (∂A∂A) shall represent any of the contractions∫

d4x∂µAν∂
µAν ,

∫
d4x∂µAν∂

νAµ =
∫
d4x∂µA

µ∂νA
ν . (7.2.1)

Clearly, this notation only makes sense when the total number of indices of the fields is even,
such that one can contract the fields to a scalar. It is quite obvious that the terms that are
represented by (∂Φ1Φ2) are the same as for (Φ1∂Φ2), since they can be turned into each other
via partial integration. Therefore, one does not have to distinguish between them. So the only
important things about such terms that show up in S̃ are their total number of derivatives
and the type of the involved fields.
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This is the most important conclusion for the following considerations. The gauge trans-
formations of S̃ in particular contain terms that include the ξµ and Λ together with the other
fields and their derivatives. To ensure that S̃ is gauge invariant, all the terms with the same
types of fields and number of derivatives have to cancel each other.

As an example, consider the (∂A∂A) terms. Under δ2 they deliver (∂∂Λ∂A) terms. The
only other terms that include Λ and A under δ2 are (AA), (h′∂A) and (φ∂A). But they give
at most two derivatives not three, as (∂∂Λ∂A). Therefore, the (∂A∂A) terms in S̃ must have
a structure that guarantees that the resulting (∂∂Λ∂A) terms cancel each other. But this
implies that the (∂A∂A) part of S̃ must be proportional to∫

d4xFµνF
µν , (7.2.2)

as is well-known from electrodynamics.
It is also easy to see that no

∫
d4xAµA

µ term, which is the only existing (AA) term, appears
in S̃. Under δ1 it produces a term that is proportional to

∫
d4xξµA

µ, which no other term
does.

Furthermore, the (∂φ∂h′) terms lead under δ1, in particular, to terms that include φ, ξµ
and three derivatives. They are the only terms that show that pattern and therefore the
(∂φ∂δ1h′) terms also cancel each other. By making the ansatz

S̃(∂φ∂h′) =
∫
d4x
{
α∂µφ∂νh

′µν + β∂µφ∂
µh′
}

(7.2.3)

for the corresponding part of the action, one gets

0 != δ1S̃(∂φ∂h′) = 2(α + β)
∫
d4x∂µφ�ξ

µ (7.2.4)

and therefore α = −β.

The liberties for the (∂h′∂h′) part S̃(∂h′∂h′) of S̃ also can be reduced by a closer look. It
leads under δ1 to (∂∂ξ∂h′) expressions, in particular. They include one ξµ and one h′µν . The
only other terms that do that are the (h′∂δ1A) terms. But they include only one derivative,
not three as (∂∂ξ∂h′). Therefore, the (∂∂ξ∂h′) terms that originate from S̃(∂h′∂h′) have to
vanish independently from all the other terms as well. The ansatz

S̃(∂h′∂h′)[h′µν ] =
∫
d4x
{
a1∂λh

′
µν∂

λh′µν + a2∂λh
′
µν∂

µh′νλ + a3∂
λh′λν∂

νh′ + a4∂λh
′∂λh′

}
(7.2.5)

contains all possible (∂h′∂h′) terms that are not equivalent in the context of partial integration.
Now relations between the coefficients a1, ..., a4 can be determined. By performing the gauge
transformation and exploiting the symmetry of h′µν , one gets

δ1S̃(∂h′∂h′) =
∫
d4x
{(

(4a1 + 2a2)∂µ∂λξν + 2a2∂µ∂νξλ
)
∂λh′µν

+
(
a3�ξν + (a3 + 4a4)∂ν∂µξµ

)
∂νh′

+ 2a3∂ν∂
µξµ∂λh

′λν
}

+ S̃(∂h′∂h′)[∂µξν + ∂νξµ].

(7.2.6)
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Note that 2S̃(∂h′∂h′)[∂µξν +∂νξµ] is just the part of δ1S̃(∂h′∂h′) with all the (∂∂ξ∂h′) expressions
for the special choice h′µν = ∂µξν + ∂νξµ. Therefore, if the (∂∂ξ∂h′) terms cancel each other,
S̃(∂h′∂h′)[∂µξν + ∂νξµ] = 0 and consequently δ1S̃(∂h′∂h′) = 0 is an immediate consequence.

A naive conclusion would be to demand that all the coefficients in front of the different
products of h′µν and ξµ have to vanish. But this is a too strong restriction. It is possible that
the different terms can be combined to form total divergences, which then would only vanish
when the integration is performed explicitly. This subtlety is best dealt with by shifting all
the derivatives in δ1S(∂h′∂h′) to ξµ via partial integration. Since in this form no derivatives of
h′µν show up, there can be no more hidden total divergence. The result is

δ1S̃(∂h′∂h′) =
∫
d4x
{
− 2(2a1 + a2)�∂µξνh′µν

− 2(a2 + a3)∂µ∂ν∂λξλh′µν

− 2(a3 + 2a4)�∂λξλh′
}

+ S̃(∂h′∂h′)[∂µξν + ∂νξµ].

(7.2.7)

Since every line in the upper expression corresponds to a different type of contraction between
third order derivatives of ξν and h′µν , they all have to disappear independently. Consequently,
one gets

2a1 + a2 = a2 + a3 = a3 + 2a4 = 0. (7.2.8)
This is equivalent to

a2 = −2a1, a3 = 2a1 and a4 = −a1. (7.2.9)
By substituting a1 = −1

2b1, one finds

S̃(∂h′∂h′) = b1

∫
d4x
{
− 1

2∂λh
′
µν∂

λh′µν + ∂λh
′
µν∂

µh′νλ − ∂λh′λν∂νh′ +
1
2∂λh

′∂λh′
}
. (7.2.10)

So S̃(∂h′∂h′) is, up to a multiplicative constant, uniquely determined as the massless Fierz-Pauli
action Sm=0.

These preliminary thoughts lead to the following ansatz for an action S̃:

S̃[h′µν , Aµ, φ] =b1Sm=0 +
∫
d4x
{
b2m

2h′µνh
′µν + b3m

2h′h′ + b4FµνF
µν + b5∂λφ∂

λφ

+ b6m
2φφ+ b7mh

′
µν∂

µAν + b8mh
′∂µA

µ + b9(∂µφ∂νh′µν − ∂µφ∂µh′)

+ b10m
2φh′ + b11mφ∂µA

µ
}
.

(7.2.11)

It contains all the considerable terms with at most two derivatives, up to equivalent expressions
via partial integrations. At this point m should not be interpreted as the mass of h′µν yet, but
as a given constant with the dimension of a mass that ensures that all the parameters br do
not carry a physical dimension. The same strategy as in the S̃(∂h′∂h′) case leads to

0 != δ1S̃ =
∫
d4x
{

(4b2 − b7)m2∂µξνh
′µν + (4b3 − b8)m2∂µξ

µh′

+ (4b4 − b7)m�ξνA
ν − (4b4 + b7 + 2b8)m∂µ∂νξµAν

+ (2b10 − b11)m2∂µξ
µφ
}

+ S̃[∂µξν + ∂νξµ,−mξµ, 0].

(7.2.12)
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Again S̃[∂µξν + ∂νξµ,−mξµ, 0] will vanish automatically when the rest of δ1S̃ does. Once
more, all the arguments of the different contractions have to vanish independently. By some
straightforward calculations, this leads to the relations

b2 = −b3 = b4 = 1
4b7 = −1

4b8 and b10 = 1
2b11. (7.2.13)

From this argumentation the form

S̃ = b1Sm=0 +
∫
d4x
{
b2

(
m2(h′µνh′µν − h′h′) + FµνF

µν + 4mh′µν∂µAν

− 4mh′∂µAµ
)

+ b5∂λφ∂
λφ+ b6m

2φφ

+ b9(∂µφ∂νh′µν − ∂µφ∂µh′) + b10(m2φh′ + 2mφ∂µAµ)
} (7.2.14)

of the desired action follows. Now by performing just the same procedure with δ2, one gets

δ2S̃ =
∫
d4x
{

(2b1 + 4b2 + b9)m(∂µ∂νΛh′µν −�Λh′)

+ (6b2 + b10)m2(2∂µΛAµ −mΛh′)
+ (2b5 + 3b9 + 2b10)m�Λφ

+ (4b10 − 2b6)m3Λφ
}

+ S̃[mΛgµν , ∂µΛ,−mΛ].

(7.2.15)

Therefore, in order for δ2S̃ to vanish, the remaining parameters have to satisfy


2 4 0 0 1 0
0 6 0 0 0 1
0 0 2 0 3 2
0 0 0 −2 0 4





b1

b2

b5

b6

b9

b10


= 0. (7.2.16)

This again will ensure that S̃[mΛgµν , ∂µΛ,−mΛ] vanishes as well. All lines of the matrix M
in the expression above are obviously linear independent. Therefore, M has full rank, which
implies that its kernel is two dimensional. In fact

ker(M) = span
{

(1, 0, 3, 0,−2, 0), (1,−1/2,−3, 6, 0, 3)
}
. (7.2.17)

The first of the two vectors that span ker(M) corresponds to an action

S̃1 = Sm=0 +
∫
d4x
{

3∂λφ∂λφ+ 2(∂µφ∂µh′ − ∂µφ∂νh′µν)
}
, (7.2.18)

i.e. a massless 2-tensor field and a scalar field that carry the gauge invariances δ1 and δ2. The
second vector gives

S̃2 = Sm=0 +
∫
d4x
{
− 1

2m
2(h′µνh′µν − h′h′)−

1
2FµνF

µν − 2m(h′µν∂µAν − h′∂µAµ)

− 3∂λφ∂λφ+ 6m2φφ+ 3(m2φh′ + 2mφ∂µAµ)
}
,

(7.2.19)
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which is just SStb. So any linear combination of S̃1 and S̃2 gives an action with the desired gauge
invariances. To determine a unique action, some additional conditions have to be established.
A quite natural one would be to claim that the h′µν field should satisfy the massive Klein-
Gordon equation (�−m2)h′µν = 0 when Aµ and φ are set to zero via gauge fixing, i.e. h′µν is
supposed to be a particle of mass m > 0. The Euler-Lagrange equations in this case are

δLS̃[h′µν , 0, 0]
δh′µν

=b1
(
�h′µν − ∂λ∂µh′λν − ∂λ∂νh′λµ + ∂µ∂νh

′ + (∂λ∂ρh′λρ −�h′)gµν
)

+ 2b2m
2(h′µν − h′gµν) = 0.

(7.2.20)

Similar as in Section 3.1, the contraction with ∂µ, together with the assumption that b2 is not
zero, leads to

∂µh′µν − ∂νh′ = 0. (7.2.21)

By applying this to the Euler-Lagrange equations, one gets

b1(�h′µν − ∂µ∂νh′) + 2b2m
2(h′µν − h′gµν) = 0. (7.2.22)

Contracting with gµν gives h′ = 0, which leads together with (7.2.22) to

(b1� + 2b2m
2)h′µν = 0. (7.2.23)

So by demanding that h′µν has to satisfy the Klein-Gordon equation for a particle of mass m,
one enforces the relation b2 = −1

2b1 and therefore makes (b1, b2, b5, b6, b9, b10) linear dependent
to the second vector in (7.2.17) and by this S̃ proportional to S̃Stb.

Remark The fact that S̃ is not uniquely determined by the conditions that have been stated
at the beginning of this section can also be obtained by making use of the properties of the
Stückelberg formalism. The gauge transformations δ1 and δ2 commute with each other. Fur-
thermore, φ is invariant under δ1 and h′µν +φgµν clearly transforms just like h′µν under δ1. So if
one applies the Stückelberg trick to Sm=0 in order to make it invariant under δ2, by replacing
h′µν with h′µν+φgµν , the result is an an action that is invariant under δ1 and δ2, according to the
results of Section 2.6. This new action does not contain Aµ and therefore is not proportional
to SStb. In fact it turns out that it is just S̃1, as can be shown by a straightforward calculation.
This argument already shows that one can expect at least two independent actions that are
invariant under δ1 and δ2. The explicit calculation from above shows that there are in fact
only two such actions.

Remark During the derivation of S̃ it has been shown that the (∂h′∂h′) terms in S̃ are
(up to a multiplicative constant) uniquely determined by δ1 to form Sm=0. This result can
also be used to show that every action that is invariant under δ1 and only contains h′µν and
its first derivatives is proportional to the Fierz-Pauli action. An ansatz for such an action
contains the (∂h′∂h′) terms and possibly (h′h′) terms. The structure of the former is already
uniquely determined. Since they form a gauge invariant action, the (h′h′) terms must do the
same. By making the general ansatz

S̃(h′h′) = m2
∫
d4x
{
αh′µνh

′µν + βh′h′
}

(7.2.24)
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for the corresponding part of the action, one finds

0 != δ1S̃(h′h′) = 4m2
∫
d4x
{
α∂µξνh

′µν + β∂µξ
µh′
}

+ S̃(h′h′)[∂µξν + ∂νξµ]. (7.2.25)

Consequently, it follows α = β = 0 and therefore S̃(h′h′) = 0. This proves the statement.

7.3 Connection to General Relativity
Spin-2 particles also play an important role in the context of quantizing gravity. Usually
the exchange particles that are assumed to cause gravitational effects, the so-called gravitons
(see [15]), are modeled to be massless spin-2 particles. To understand this picture consider the
Einstein-Hilbert action

SEH = 1
16π

∫
d4x
√
− det (gµν)R, (7.3.1)

which is used to describe gravity in the vacuum. Here gµν now is an arbitrary spacetime metric
with inverse gµν and R = gµνRρ

µρν the Ricci scalar. Rρ
µσν is the curvature tensor, which is

defined as
Rρ

µσν = ∂σΓρνµ − ∂νΓρσµ + ΓρσλΓλνµ − ΓρνλΓλσµ. (7.3.2)
The Christoffel symbols Γρµν are given by

Γρµν = 1
2g

ρλ
(
∂µgλν + ∂νgλµ − ∂λgµν

)
. (7.3.3)

The variation principle δL
δgµν

SEH = 0 leads to the Einstein equations for the vacuum

Rλ
µλν −

1
2Rgµν = 0. (7.3.4)

The solutions of them usually are referred to as gravitational waves. The mathematical models
and concepts that are used to formulate general relativity will not be discussed in this thesis.
An introduction can be found in [2] and [15]. For this section one should just take SEH as the
action that describes the correct dynamics for the metric tensor and therefore models gravity.

In order to find some kind of particle that can be identified with gravity, consider the ansatz

gµν = ηµν + hµν , (7.3.5)

i.e. one examines cases in which the metric tensor only differs by a small variation hµν from
the one for a flat spacetime. This variation is used as graviton (see [15]). To be more precise,
gravitons are modeled as small excitations of the metric tensor from its ground state ηµν .
Expressing SEH in terms of the hµν leads to extremely complicated self interaction terms of
arbitrary order. This causes great difficulties for renormalization approaches. Nevertheless,
the expansion of SEH up to second order gives the non-interacting part of the gravitons. So if
this part of the action turns out to be the massless Fierz-Pauli action, one would have justified
the assumption that gravitons are spin-2 particles.

In fact this is what turns out to be the case. In order to perform this expansion of SEH
appropriately, several steps are necessary. Note that all the following contractions are done
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according to the Minkowski metric ηµν . Furthermore, since gµν is the inverse of gµν , its first
order approximation in terms of hµν has the form

gµν = ηµν − ηµαhαβηβν +O(h2) = ηµν − hµν +O(h2). (7.3.6)

The term O(h2) shall denote the remaining terms of order 2 or higher in hµν .

A good point to start with is to derive the second order approximation of the Christoffel
symbols. It has the form

Γρµν = 1
2(ηρλ − hρλ)

(
∂µhλν + ∂νhλµ − ∂λhµν

)
+O(h3). (7.3.7)

Clearly, it starts with the terms that are first order in hµν . Since the Ricci scalar only consists of
Christoffel symbols, its approximation also starts with the first order. This is quite convenient,
because therefore

√
− det(gµν) only needs to be expanded up to first order for the second order

approximation of
√
− det (gµν)R. To do so, the well-known formula

d

dε

∣∣
ε=0 det(X + εH) = det (X)

∑
i,j

(X−1)ijHji, (7.3.8)

for the derivative of the determinant at an invertible X in direction H, can be used to get√
− det(ηµν + hµν) =

√
− det(ηµν)−

det(ηµν)
2
√
− det(ηµν)

ηρσhρσ +O(h2) = 1+ 1
2h+O(h2). (7.3.9)

This leads to

SEH = 1
16π

∫
d4x
{
∂µ∂νh

µν −�h+ 3
4∂λhµν∂

λhµν + hµν�h
µν

− ∂λhλν∂µhµν −
1
2∂λhµν∂

µhλν − 2hλµ∂ν∂λhµν

+ ∂µh
µν∂νh+ hµν∂

µ∂νh+ 1
2h∂µ∂νh

µν

− 1
4∂λh∂

λh− 1
2h�h+O(h3)

}
(7.3.10)

and therefore, by assuming that hµν falls off sufficiently fast for x −→∞, gives

SEH = 1
32π

∫
d4x
{
− 1

2∂λhµν∂
λhµν + ∂µhνλ∂

νhµλ

− ∂µhµν∂νh+ 1
2∂λh∂

λh+O(h3)
}
.

(7.3.11)

So the non-interacting part is basically just the Fierz-Pauli action for m = 0. Therefore,
gravitons have to be massless spin-2 particles.

Alternatively to this calculation one can also apply the ansatz gµν = ηµν + hµν to the
Einstein equations (7.3.4) and expand them up to first order in hµν . This leads to the equa-
tions of motion that correspond to the massless Fierz-Pauli action (see for example [2] or [15]).
Since one already knows that they are equivalent to the defining equations of massless spin-2
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particles, this leads to the desired result as well. Such approximations of gµν are sometimes
referred to as linearized gravity (see for example [2]).

This relation between massless spin-2 particles and general relativity also offers a nice way
to interpret the invariance of the Fierz-Pauli action under the gauge transformations

hµν 7−→ hµν + ∂µξν + ∂νξµ. (7.3.12)

In fact it is a relict of the invariance of the Einstein-Hilbert action under coordinate transfor-
mations. To see this1, consider a coordinate transformation of the form

xµ 7−→ x′µ = xµ − ξµ. (7.3.13)

The ξµ shall be chosen such that the variation h′µν from ηµν of the metric tensor g′µν in the
new coordinates is still small. To be more precise, one assumes that ∂

∂xµ
ξν has an order of

magnitude that does not exceed the one of hµν . This assumption justifies to consider only
the terms that do not contain any products of ∂

∂xµ
ξν and hµν for the calculation of g′µν and

therefore leads to the following approximation2:

gµν = g′ρσ
∂x′ρ

∂xµ
∂x′σ

∂xν
= (ηρσ + h′ρσ)(δρµ −

∂

∂xµ
ξρ)(δσν −

∂

∂xν
ξσ)

≈ ηµν + h′µν −
∂

∂xµ
ξν −

∂

∂xν
ξµ.

(7.3.14)

Consequently, one finds
h′µν ≈ hµν + ∂

∂xµ
ξν + ∂

∂xν
ξµ (7.3.15)

for this weak field approximation. This clearly is just the gauge transformation for the spin-2
field. So one can interpret the gauge transformations as infinitesimal coordinate transforma-
tions. And consequently the gauge invariance of the Fierz-Pauli action resembles the invariance
under infinitesimal coordinate transformations.

1The following discussion is taken from [15].
2The approximation sign ≈ shall indicate that all products of ∂

∂xµ ξ
ν and h′

µν are neglected.



Chapter 8

Conclusion

The BRST formalism has been successfully applied to quantize spin-2 particles of arbitrary
mass. In both cases, the massive and the massless, the correct candidate for a subspace of
ker Ω that is isometric isomorphic to V can already be guessed from the form of the BRST
transformations of the annihilation operators. This subspace is generated by the classical
polarizations. So one can identify the physical space that originates from the BRST formalism
with the one generated by the classical polarizations, without any problems. Especially in the
massive case this is a neat result, since it shows that the introduction of Stückelberg fields
does not change the physical system, but is a legitimate trick to introduce a gauge invariance
that allows for a BRST quantization of the spin-2 fields.

A further remarkable result is that the presented couplings to external sources are uniquely
determined by the corresponding restrictions, if they even exist. An interesting subject for
further studies is the treatment of the corresponding external fields as interacting particles by
adding dynamical terms for them to the action. In particular, it is a fascinating question to
ask whether it is possible to introduce the gauge transformations δ1 and δ2 for those fields
in such a way that one can regain the coupling terms simply by demanding that their action
is gauge invariant. In other words, is it possible to treat the spin-2 and Stückelberg fields
as gauge fields that have to be introduced (just as the photon field has to be introduced in
electromagnetism) in order to ensure the gauge invariance of a certain action?

Another possible extension of the results of this thesis would be the introduction of inter-
action terms for the spin-2 fields. A natural first approach would be to consider the lowest
order interaction terms that result from a power series expansion of the Einstein-Hilbert action
and analyze whether it is possible to find similar gauge transformations as δ1 and δ2 for the
resulting action.

However, for both those considerations a more careful BRST quantization will be necessary.
Since these expansions include interactions, not all appearing fields can be assumed to be
external. Therefore, one needs to use the Nakanishi-Lautrup fields in order to formulate the
BRST transformations appropriately.

So the results of this thesis are just a small part of all the quite interesting properties of
quantized spin-2 particles. They offer a good starting point for further investigations, which
will hopefully be performed.
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